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l. Introductiont

Questions about the management of foreign exchange reserves are
likely to acquire increased prominence among the range of issues facing
many central banks. Basic questions concerning the amount and form of
reserves are particularly pressing for newly-established central banks,
notably in the states of the former USSR. In most other formerly
centrally-planned economies as well as many developing countries,
central banks will need to consider the reserve implications of moving
towards increasing currency convertibility and changes in exchange rate
arrangements.? More generally still, the marked increase in the scale of
private international capital flows and the large amplitude of recent
swings in the exchange rates of the three major international reserve
currencies — the US dollar, the Deutsche Mark and the yen — underline
the importance of careful assessment of reserve needs and composition.

The purpose of this paper is to examine the main factors that should
be taken into account in two basic aspects of foreign exchange reserves
management: what amount and what form of reserves should be held.
For the most part, the paper consists of a distillation of academic work
— theoretical and empirical — on the demand for and currency composi-
tion of reserves. An important limitation of such analyses, as well as of
this paper, is that the focus of attention is mainly on small economies,
rather than on countries large enough to significantly influence foreign
variables or whose own currencies serve as important international
reserve assets or as a medium of exchange in international transactions.

Nor does the paper address the special questions raised by particular
exchange rate arrangements such as the European Exchange Rate
Mechanism. The specific institutional arrangements that underpin this
mechanism — notably the provisions for joint intervention and extensive
mutual credit facilities — raise issues that are well beyond the scope of
this paper.

'] should fike 1o thank Philip Turner for many helpful comments and suggestions, Julie Milne
for typing, Nigel Hulbert for editorial suggestions, and Stephan Arthur for assistance with the
graphics. Any remaining errors are my responsibility.

2In early 1993, the number of countries with flexible exchange rates {according to IMF
definitions) was approximately equal to the number with pegged exchange rates; five years
earlier more than twice as many countries had pegged exchange rates as had flexible rates.
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The next section of this paper identifies three principal motives for
holding reserves: a transactions demand, an intervention-refated or
precautionary demand and, third, a wealth-related or portfolio demand.
Of these, the precautionary demand for reserves is generally regarded
as by far the most important for most countries.

In Section Ill, the main factors influencing the desired or appropriate
level of reserves are examined. These include the nature of the
exchange rate regime, the external exposure of the economy, the flex-
ibility of the economy in adjusting to or privately financing external
payments imbalances, the extent of constraints on international trade
and capital flows and, lastly, the opportunity cost of holding reserves.

With respect to the relationship between reserve levels and the
magnitude of balance-of-payments disturbances this paper argues that,
fogically, it is more appropriate to assess reserve needs or reserve
adequacy on the basis of the ratio of reserves to current account vari-
ability than on the basis of the more commonly used ratio of reserves to
imports. Evidence on this issue, together with the implications of
following alternative “rules of thumb” in setting reserve levels, is exam-
ined for a group of sixty countries over the period 1979—91.

Section IV turns to the issue of the currency composition of reserves.
Two traditional approaches are discussed: the mean-variance portfolio
approach and the transactions-based approach. A simple empirical test
does not support the proposition that either of these approaches domi-
nated in practice, in either industrial or developing countries, over the
period 1975-92.

Also outlined is an alternative intervention-oriented approach to
reserve currency composition, which takes the timing of reserve use
into account in choosing the optimal reserve portfolio. Data covering
the period 1988-92 are used to illustrate the potential implications of
this approach for a variety of industrial countries.

Il. Motives for holding reserves

The conventional identification of three fairly distinct motives behind
individuals’ holding of money balances — the transactions, precautionary
and portfolioc motives — can be applied, albeit with some caution, to
central bank holdings of reserves.

10



Transactions needs

Reserves may be held for the purpose of financing readily foreseeable
foreign exchange demands of either the public or private sector. This
use of reserves is generally considered to be of fairly minor importance
for developed economies with good access to international capital
markets, but may be significant for developing countries. Many of these
have fimited access to external borrowing and experience marked
seasonality in their foreign exchange earnings or outlays. In such cases,
borrowing to finance current account deficits may be more costly than
drawing on reserves. The transactions motive may be particularly impor-
tant where extensive exchange controls lead a high proportion of a
country's foreign currency transactions to be channelled through the
central bank.

Intervention needs

Reserves are also held for the purpose of foreign exchange market
intervention. Insofar as the timing and magnitude of such intervention is
essentially uncertain, this source of demand corresponds to the precau-
tionary demand for money. For most countries, the intervention motive
is considered to be the most important source of demand for reserves,
especially for those countries with very open goods and capital markets
and/or a fixed exchange rate as the cornerstone of monetary policy.

Within the intervention motive, it is often useful to distinguish
between two somewhat different sub-motives:

(i) Very short-term exchange rate management. Central banks in most
developed countries (which tend to have very open capital markets)
would probably identify this as the most important reason for holding
and using reserves. Such intervention is typically sterilised (in order
to prevent exchange market disturbances from spilling over into
domestic financial markets) and geared towards offsetting the effects
of short-term speculative capital movements which appear to be
unrelated to fundamental economic developments, so as to prevent
or correct speculative “bubbles” and reduce undesirable exchange
rate volatility over the short term. Alternatively, and perhaps of
particular importance for countries with exchange rate commit-
ments (such as ERM participants), intervention may be undertaken
simply in order to "buy time” while the authorities consider or imple-
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ment other policy responses, such as adjusting domestic interest
rates.

(i) Medium-term exchange rate management. In addition to very short-
term exchange rate management, unsterilised exchange market
intervention can also be employed in the pursuit of medium-term
macroeconomic stabilisation policy objectives with regard to output
and prices. There is now an extensive fiterature? suggesting that,
from a stabilisation policy perspective, it will usually be appropriate
for monetary authorities to allow domestic interest rates and the
money supply to react to exchange rate movements or pressures. In
some cases, the optimal policy response will be to adjust domestic
interest rates so as to strongly counter exchange rate movements.*
In some other cases, the optimal policy may be toc reinforce
exchange rate movements.> A free-floating exchange rate policy,
involving no monetary policy response to exchange rate movements,
lies somewhere in between,

Essentially, there are two alternative means of implementing a
monetary policy response to exchange market pressures. The most
common is for the authorities to act directly in domestic financial
markets, adjusting interest rates so as to dampen or accentuate
exchange rate movements. [n this case reserves will not be used.

Alternatively, however, the authorities can achieve the same
outcome in terms of interest rates and the exchange rate by inter-
vening in an unsterilised fashion in the foreign exchange market.
Because such operations will alter the money supply, domestic
interest rates will be affected, albeit indirectly. The main difference
between these two approaches, at least for the purposes of this
paper, is that in the fatter case, official foreign exchange reserves will
need to be held as an instrument of broadly defined monetary policy.

In most industrial countries, characterised by deep, well-developed
domestic financial markets that are quite strongly integrated with
international financial markets, operations to influence domestic
financial market conditions are rarely implemented through

#See e.g. surveys by Genberg (1989) and Argy (1990).

* As, for example, if exchange rate movements are believed to be primarily atzributable to
instability in domestic money demand.

% As, for example, if exchange rate movements are believed to be primarily attributable to
real disturbances to domestic aggregate demand.
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unsterilised exchange market intervention.® As a result, such
countries would not cite medium-term monetary or exchange rate
policy implementation as a reason for holding reserves. In countries
with much less well-developed domestic financial markets, however,
reserves may be held and used for such purposes. The most extreme
example occurs in countries where the monetary authority is in fact
a currency board.’

Wealth diversification

Although wealth or portfolio considerations — the risk/return charac-
teristics of different financial and non-financial assets — may be impor-
tant in motivating individuals” holdings of foreign currency assets, wealth
considerations are not generally thought of as greatly influencing the
level of foreign exchange reserves held by the central bank. Rather, they
are thought to be relevant mainly for decisions regarding the composi-
tion of reserves.

Weaith considerations may, however, have significance for reserve
levels in certain circumstances. The most notable example is where the
central bank has some responsibility for managing the net foreign
currency exposure of the public sector or, perhaps, of the country as a
whole. Thus, in response to an increase in government or government-
backed foreign currency debt, the central bank may increase gross
foreign exchange reserves, particularly if the central bank is concerned
to maintain or enhance the country’s international creditworthiness.

An alternative source of wealth or portfolio effects on reserve levels
can arise from exchange controls or other measures which effectively
substitute public for private sector acquisition of foreign exchange
assets. Mowever, such wealth effects are less an explicit motive for
holding reserves than a consequence of measures aimed at preventing an
export boom or capital inflow from boosting consumption, inflation and
imports. Examples in this category include Taipei China and the "“low
absorber” oil exporters, although several of the oil exporters exclude
much of the "wealth” portion of foreign assets from official reserve
figures.

& Although intentions and actions may differ somewhat,
7 See Osband and Villanueva (1993) for a discussion of currency boards.
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Hl. The desired fevel of reserves

The range of motives for holding reserves, as well as the variety of
factors likely to influence the relative importance of each motive,
discussed in Section I, suggests that determining a “desired” or
“optimal” level of reserves for any given country is likely to be a
complex calculation. It also suggests that appropriate reserve levels wilt
vary widely across countries, undermining the usefuiness of very simple
yardsticks for assessing reserve adequacy, such as the reserves-to-
imperts ratic.

Unfortunately, however, both analytical and empirical investigations of
the demand for reserves® offer only limited practical improvement on
simple, but experience-based “rules of thumb”. The principal limitations
of the literature are worth noting at the outset: first, almost all theoret-
ical studies, and the empirical work based on them, focus fairly narrowly
on the precautionary demand for reserves, ignoring demand related to
the transactions and wealth motives. Moreover, even within the precau-
tionary motive, the emphasis tends to be on the financing of trade imbal-
ances rather than on very short-term capital flows. Second, most
analyses adopt highly restrictive assumptions that further limit the
number and "type” of countries to which such analyses are likely to be
reasonably applicable. Given these limitations, it is fair to say that the
countries to which the theoretical analyses apply best are those which (i)
are price takers in world markets, (i) have fairly unrestricted current
account flows, but relatively limited private capital mobifity, and {iii)
maintain a fairly fixed exchange rate regime. In practice, this may
describe many developing countries as well as some formerly centrally-
planned economies “in transition”, but it is clearly a less accurate
description of the typical industrial country.

Bearing these limitations in mind, the principal factors likely to affect
the assessment of reserve needs are discussed below. It should also be
borne in mind, of course, that a country’s actual reserves at any given
point in time are quite likely to differ from the “desired” level. The
latter should be regarded as a medium to fong-term target level about
which actual reserve levels may vary considerably.

8 Biack {1985) gives 2 good overview of the main theoretical models, while Lizondo and
Mathieson (1987) and Bahmani-Cskocee (1985) provide fairly comprehensive examinations of
the main empirical work on reserve demand.
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The nature of the exchange rate regime

With the breakdown of the Bretton Woods system in the early 1970s,
it was anticipated that the reserve needs of countries moving to a
floating rate regime would be reduced. The basic reasoning for this
expectation was that a floating exchange rate would tend to insulate
the economy from external disturbances, serve to correct payments
imbalances automatically, and largely eliminate speculative capital flows
associated with fixed rates, all of which would undercut the rationale for
intervention and the holding of reserves.

Some evidence to support this conclusion is provided by Lizendo and
Mathieson (1987), who estimate that the shift to generalised floating
after 1972 may have reduced industrial countries’ demand for reserves
by about 30%.% In contrast, developing countries, who by and large
continued to peg their exchange rates even after 1972, are estimated to
have experienced a decline in reserve demand of only 7%.

What is surprising, however, is not that the demand for reserves may
have declined, but that it did not decline by more. A number of reasons
may be suggested for this. First, a shift of exchange rate regimes, such
as occurred in the early 1970s, may be more apparent than real. For
example, a switch from a formally pegged, but frequently realigned,
exchange rate to a formally floating, but heavily managed, exchange rate
may not involve much greater exchange rate flexibility in practice.

Second, even though most industrial countries, at least, may have
become more tolerant of exchange rate movements after the demise of
the Bretton Woods system, reserve demand for the purpose of very
short-term exchange rate management was likely to have been boosted
by the marked increase in the short-term volatility of nominal exchange
rates in the post-1972 period,'? as shown in Table 1,

An additional factor that may obscure any systematic relationship
between the choice of exchange rate regime and reserve needs is the
effect on single currency peggers of exchange rate movements between
the major currencies. After 1972, for example, many developing coun-
tries continued to peg their currencies against the US dollar or the

¥ The authors note, however, that for some specifications of the demand for reserves no
statistically significant evidence of a shift in demand can be found after 1972,

10 See Mussa (1986) for an analysis of the volatility of real exchange rates before and after
the brealidown of the Bretton-Woods system.
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Table 1
Nominal effective exchange rate volatility, 19631992

Exchange rate volatility * Percentage changes
34 Y g

196372 197382 1983-92  1963-72to 1973-82 10
197382 1983-92

baly .. ... ... 0.27 1.57 1.12 487.6 -28.5
Australia . .. ... .. 0.34 1.96 2.72 465.5 38.8
Sweden . . .. ... .. 0.32 1.56 1.08 383.7 —-30.8
Portugal . .. ... .. 0.40 1.91 1.20 3791 —37.2
Greece .. ....... 0.38 1.79 1.80 370.0 0.6
United States . . . .. 0.36 1.65 1.88 3521 143
Japan ... .. ... .. 0.59 2.44 2.26 311.0 - 7.5
Switzerland . . . ... 0.51 1.82 1.26 255.4 -31.0
Norway . ....... 0.34 1.05 0.79 218.2 ~25.0
Belgium . . . . ... .. 0.33 1.01 0.56 207.5 —44.9
MNetherlands . . . . .. 0.36 0.94 0.66 157.3 -30.0
Camada . . ....... 0.44 1.10 1.02 150.1 - 7.3
Denmark . .. ... .. 0.43 1.05 0.76 142.9 —-27.4
Austria ... ...... 0.33 0.7% 0.53 139.7 -33.7
Spain ..... .. ... 0.90 2.15 1.05 138.9 —-51.1
Germany . . ... ... 0.69 1.44 0.93 107.9 -35.3
United Kingdom . . . 1.02 1.78 1.91 74.4 7.2
Ireland .. ... . ... 0.70 1.12 1.06 58.9 - 5.3
France . ........ 0.89 1.35 0.80 52.2 —40.8
New Zealand . . . . . 1.72 1.63 2.62 - 53 61.3
Finland . ... ... .. 2.19 1.11 1.12 —49.3 1.0
Geometric average . 0.53 1.42 1.15 166.4 -18.8
Median . ... ... .. 0.43 1.56 1.08 157.3 —27.4

" Standard deviation of percentage changes in monthly average nominal effective exchange rate
{BiS 21-country index).

Source: BiS.

French franc. Given the large subsequent movements between the
dolfar and the other major currencies, the single currency peggers expe-
rienced substantially greater volatility in their effective exchange rates
than previously."" As a result, their reserve needs may have increased
even without any formal change in their exchange rate regimes.

11 See Edwards (1989, Chaprer 4).
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The external exposure of the economy

There is a fairly broad consensus on the proposition that the greater the
exposure of an economy to balance-of-payments disturbances, whether
of domestic or foreign origin, the higher reserves will need to be.
Perhaps the most important caveat to this is that exchange rate arrange-
ments may vary systematically with the degree of exposure'? in such a
way as to undermine the linkage between external exposure and reserve
needs. For example, if more exposed economies tend to have more
flexible exchange rate regimes, it would be quite possible to find an
inverse relationship between reserve holdings and balance-of-payments
exposure. In practice, however, this does not appear to be the general
rule. Where there is somewhat less consensus is on the issue of what is
the most meaningful or useful measure of exposure. The scale of a
country's trade is commonly used, though the variability of its current
account or short-term capital account is argued to be a better measure
(though also probably more difficult to project into the future).

A simple and traditional measure of the openness of an economy and,
by implication its exposure to external disturbances, is given by the
average propensity to trade, defined as the ratio of external trade
{(imports, exports or an average of the two) to GDP. This ratio, aver-
aged over the period 197991, is shown in Table 2 (data for individuat
countries are shown in Table A1 in Appendix A) for a group of sixty
countries.” In principle, a high degree of trade openness might be
expected to be associated with higher reserve holdings, at least in rela-
tion to GDF. Although a positive relationship is evident in Figure 1, the
relationship is not particularly close. 1

A much stronger refationship appears to exist between the scale of
reserves and the scale of trade, * regardless of the degree of openness

21t can be noted, however, that the optimum currency area lierature {see Masson and
Taylor (1992} for a recent review) is rather divided on this question, while the optimal interven-
tion literature cited earlter emphasises that the optimal degree of exchange rate flexibility should
depend not just on the magnitude of balance-of-payments disturbances, but also on the source,
type and permanence of the underlying shock.

3 The selection of countries partly reflects a desire to exclude the largest industrial coun-
tries (for which the small country assumptions underfying moest models of reserve dermand are
least valid}, and partly reflects data limitations. The sample period was also selected on the basis
of data availabilicy.

" As reported in Appendix A, a cross-sectional regression of reserves/GDP on trade/GDP
yields a positive and significant coefficient, but a corrected R-squared of only 0.42.

15 A regression of the level of reserves on the level of trade, reported in Appendix A, yickds
a corrected R-squared of 0.79 and an elasticity of 0.92.
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Figure 1
Foreign exchange reserves/GDP versus trade openness, 197991
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of the economy, as shown in Table 2 and Figure 2. In other words,
whether a country is large or small, if its trade is large its reserves will
also tend to be large. The logic behind such a relationship is as follows:
the farger the scale of a country’s trade flows, the larger will tend to be
the absolute magnitude of potential current account imbalances to be
financed. To the extent that such imbalances are financed through offi-
cial rather than private capital flows, reserve needs will be increased.
In this context, it may be noted that the average reserves for the
sixty countries were equivalent to around two months of average trade
over the period 197991, somewhat below the three months’ import
cover that has often been advanced as a “rule of thumb” for assessing
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Figure 2
Foreign exchange reserves versus scale of trade, 1979914
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reserve adequacy.'® Nonetheless, Table 2 also shows that the average
trade coverage of reserves for low-income developing countries is
substantially higher than for high-income countries, suggesting that low-
income countries may have been more prone to follow the traditional
rule of thumb.

There are, however, two potentially important weak links in the logic
relating a country's reserve needs to the scale of its external trade. The
first is that the magnitude of external payments imbalances is not a
simple function of the scale of trade. The second is that the scale of

¥ To some extent the lower average figure in this paper may reflect the method of calcula-
tion; for example, the geometric average of the reserve/trade ratic for each country is generally
lower than the arithmetic average commonly used in such calculations and the “three-month

rule” is often expressed in terms of merchandise trade alone, rather than including trade in
services as is the case in this paper.
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Figure 3
Current account variability versus scale of trade, 197991
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official reserve use need not be systematically related to the magnitude
of external payments imbalances. Each of these aspects is discussed
below.

As regards the linkage between the scale of trade and the magnitude
of external imbalances, it is true that, all other things being equal, a
larger scale of trade would fead to larger imbalances. But, as can be seen
in Figure 3, although there is a positive relationship between trade levels
and current account variability, it is by no means one-to-one, 7 indicating
that other things are not equal.

7 As reported in Appendix A, a cross-sectionzl regression of the standard deviation of
current account changes on the scale of trade yields a corrected R-squared of 0.74. The regres-
sion also shows the elasticity of current account variability to the scale of trade to be well below
unity.
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Two factors tend to loosen the relationship between the scale of
trade flows and the magnitude of imbalances, particularly in cross-
sectional analyses. The first is that the correlation between changes in
export receipts and import expenditures varies greatly between coun-
tries (see Appendix A, Table A2 for individual country figures). As
discussed in greater detail in Appendix A, this variation appears mainly to
reflect country-to-country differences in the degree of similarity
between the composition of imports and exports. As is evident in Table
3, changes in imports and exports of high-income industrial countries
tend to be much more highly correlated than is generally the case for
low-income developing countries'® and fuel exporters in particular. As a
consequence, industrial countries will tend to experience smaller imbal-
ances than the scale of their trade flows might suggest, while fuel
exporters will have imbafances that are large in relation to their trade
flows.

The second factor is that the variability of exports and imports, rela-
tive to the scale of trade, also differs considerably between countries.
As discussed in Appendix A, this may largely reflect country-to-country
differences in the degree of commodity concentration in imports,
exports and domestic production. Table 3 shows that fuel exporters in
particular tend to have considerably more variable exports and imports,
relative to the scale of trade, than high-income industrial countries.

These considerations suggest that, in assessing reserve adequacy, it
may be better for countries to focus directly on the variability of their
external imbalances rather than on the scale of trade as a measure of
potential balance-of-payments financing needs, As can be seen from
Figure 4, reserve levels do indeed tend to increase with the variability of
current accounts. A comparison of Figures 4 and 2 shows some notable
differences. In Figure 2, nine of the fourteen high-income countries have
reserves below the levels expected from the regression of reserves on
the scale of trade, whereas in Figure 4 only three of these countries
have lower than expected reserves. By contrast, sixteen of the twenty-
eight low-income countries have higher than expected reserves in Figure
2, compared with only ten in Figure 4.

18 Roger (1991} argues that Japan and Australia are notable exceptions to this generalisation;
Australia’s trade composition is similar to that of a stereotype developing country, while Japan's
is almost a mirror image. As a result, #t is not surprising to observe, in Appendix A, Table A2,

a much lower correlation between Austrafia’s imports and exports than is typical of industrial
countries,
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Figure 4
Foreign exchange reserves versus current
account variability, 1979-91
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Note: See Appendix A for definitions of variables.

To illustrate more clearly the difference between assessing reserve
adequacy on the basis of the scale of trade and on the basis of current
account variability, Table 4 (and Table A3 in Appendix A) and Figure 5
compare countries’ actual reserves with those that would be implied by
following two alternative “rules of thumb” in setting reserves.!” The
first is the traditional type of rule whereby reserves are set in propor-
tion to the scale of a country’s trade - in this case, at the equivalent of
about two months imports or exports — while the second rule sets
reserves in proportion to the variability of a country’s current account.

™ The “rules of thumb” were designed so that under both rules, half of the countries would
have actual reserves above the figure suggested by the rule. The rules therefore refiect median
rather than average practice.
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Figure 5
Foreign exchange reserves/trade versus
current account variability/trade, 1979-91
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Note: See Appendix A for definitions of variables.

! The ratio of reserves/trade set equal to 1.82 times the ratio of current account variability/trade.
2 Reserves set equal to 17% of the scale of trade.

In quadrants | and lll of Figure 5 are countries whose reserves appear
unusually high and low, respectively, whether judged in relation to the
scale of their trade or to the variability of their current account. More
interesting are the countries in quadrants li and V. These countries have
reserves that appear to be unusually low when judged according to one
rule, but unusually high according to the other rule. What is particularly
striking is that more than half of the high-income countries lie in quad-
rant 1V, with reserves that appear low in relation to their trade, but high
in relation to their current account variability. By contrast, in quadrant If
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are found almost exclusively low and middle-income countries, whose
reserves appear fairly high in relation to their trade, but low in relation
to their current account variability.2? Finally, it is also apparent from
Figure 5 that many countries are clustered fairly close to the centre of
the figure, indicating that, for them, it would make refatively little differ-
ence whether they followed one rule or the other in setting reserves.

The flexibility of the economy

The term “flexibility” is used here, loosely, to describe the responsive-
ness of the economy and the balance of payments to exogenous devel-
opments and policy actions, including exchange market intervention.
Although the optimal intervention literature suggests that virtually all
the parameters describing the economy should influence the degree of
intervention and therefore reserve needs (relative to GDP or, perhaps,
money supply), a few may be particularly important.

Traditionally, the marginal propensity to import has been identified as
a key parameter. The literature suggests that the higher this propensity,
the lower the need to intervene or hold reserves (at least relative to
trade or the variability of the current account). The underlying argu-
ment runs as follows: the alternatives to official reserve financing of a
balance-of-payments shortfall are either to induce extermal financing
through private capital flows, or to close the gap by reducing net import
demand. The latter can be achieved by expenditure-switching, through
exchange rate adjustment (depreciation in this case), or by expenditure-
changing {reduction in this example), brought about by monetary and
fiscal measures. If the marginal propensity to import is high, expendi-
ture-changing measures will be quite effective because a small reduction
in income and expenditure will generate a relatively large compression
of imports. Eliminating 2 financing gap — and the need to finance it from
reserves — consequently has much less impact on the stability of

0 These fairly systematic differences point to the importance of other influences on reserve
holdings, such as the nature of the exchange rate regime, discussed earlier, as well as those
discussed in the remainder of Section lll. In addition, however, there may be an important
measurement issue. In many developing country cases, limited capital mobility may justify
focusing on current account variability as a yardstick for assessing reserve needs, For industrial
countries, however, it may be more appropriate to focus on the variability of the short-term
capital account.
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domestic output and spending than when the marginal propensity to
import is low. !

These means of filling or eliminating a financing gap point to other key
variables. Expenditure-switching, for example, is most efficient when
the exchange rate elasticity of net exports is high. In this case, even
limited exchange rate flexibility will be quite effective in eliminating
external payments imbalances and therefore reduce the incentive to
hold and use reserves.?2

The expenditure-switching and expenditure-changing options and the
parameters on which they depend are likely to be more important for
developing countries and the economies in transition than for more
developed economies, since these countries generally tend to have
much more limited access to international financial markets than do the
industrial economies.

For most industrial countries the option of inducing private sector
financing of temporary current account imbalances will tend to be more
attractive than the alternative of reducing current account gaps via
expenditure-switching or changing measures. Clearly, the relative
attractiveness of financing as opposed to eliminating a current account
imbalance depends heavily on the willingness of domestic and foreign
residents to trade financial claims (the degree of international asset
substitutability), as well as the ease with which they can do so (the
degree of capital mobility).

The implications for reserve needs of a high degree of private interna-
tional capital mobility and asset substitutability, however, are not entirely
clear-cut. On the one hand, ready private sector access to international

* Unfortunately, most empirical models of the demand for reserves have used the average
propensity to import (APM) as a proxy for the marginal propensity to import (MPM). Whereas
the APM is expected to be positively related to reserve demand {through trade scale effects, at
least), the MPM is expected to be negatively related. In additien, using the APM as a proxy for
the MPM implicitly assumes that the income elasticity of demand for imports is fairly constant
across countries. Both of these points may heip to explain the frequent finding that the APM
proxy for the MPM is either insignificant or perversely signed.

2 However, even if the relevant medium-term elasticities favour expenditure-changing or
switching policies as a means of adjustment over reserve financing, the short-run elasticities may
be quite fow. A classic example of this is the “}-curve” effect of depreciation; aithough depreci-
ation may ultimatefy work very well to improve the trade balance, over the short term the
balance may worsen. In such circumstances, reserves may be used to support the balance of
payments until other policy measures generate the desired effecrs, at which point reserves may
be recouped. Consequently, cconometric estimates of the ley elasticities, based on quarterly or
annual data, may give a somewhat misleading impression of the need for intervention and
reserves,
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capital markets will facilitate private secter financing of balance of
payments gaps, reducing the need for reserves (particularly relative to
the variability of the current account). On the other hand, very open
capital markets increase the exposure of the economy to external finan-
cial disturbances and, in particular, to substantial short-term capital flows
induced by shifts in asset holders’ expectations or asset preferences.
These will tend to increase the need for reserves, notably, for very
short-term smoothing purpases. On balance, therefore, increased
capital marlket openness, especially if combined with a fixed exchange
rate regime, may well increase the need for reserves.

A final point worth noting is that, by design or by trial and error,
countries may gravitate towards the use of policies and exchange rate
regimes which most efficiently stabilise domestic expenditure and
correct external imbalances.?? For example, countries for which expen-
diture-switching tends to be most effective (e.g. those with relatively
sticky nominal wages and prices) may gravitate towards flexible
exchange rates, while those for which expenditure-changing tends to be
mest effective may gravitate towards fixed exchange rates. In doing so,
they will also tend to minimise their reserve needs.

Constraints on trade and capital flows

(i) Trade restrictions. Countries with fairly liberal trade regimes are
likely to require higher levels of precautionary reserves than those
with extensive controls over imports and exports, for two reasons.
The first is that trade liberalisation, especially when involving reduced
tariff and quota restrictions, is almost invariably associated with an
expansion of the levels of imports and exports relative to national
income and, consequently, an increase in the scale of potential trade
imbaiances to finance.?* The second is that trade liberalisation elimi-
nates the possibifity of directly tailoring import spending to export
receipts, so that larger externat trade imbalances may emerge.??

23 To the extent that this is the case, the nature of the exchange rate regime will not be a
distinct analytical issue. For a survey of the refationship between exchange rate regimes and
country characteristics, see Edison and Melvin (19%0).

2 3n principle, however, trade liberalisation could reduce current account variability if liberal-
isation also led to increased intra-industry trade and, consequently, a higher correlation between
import and export changes.

25 |t may be noted, however, that the negative corrclation between import and export
changes observed for China in Appendix A, Table A2, runs against the grain of this argument.
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(iiy Capital flow restrictions. As noted earlier, an alternative to official
financing of external payments imbalances is private financing. Capitat
account liberalisation and a high degree of international capital
mobility therefore offer scope for substantial reductions in reserves
held mainly for financing of current account imbafances. Capital
account liberalisation can, in effect, lead to a shifting of precau-
tionary holdings of foreign exchange off the books of the central
banlk.

At the same time, however, liberalised capital flows may expose
the economy to destabilising speculative flows, increasing the need
for reserves for very short-term exchange rate management
purposes. Such needs will increase the greater the central bank’s
aversion to exchange rate movements (whether or not there is a
formal commitment to a stable exchange rate). In this regard, it is
important to take into account the fact (usuafly neglected in theoret-
ical models) that capital mobility or, more precisely, asset substi-
tutability can vary significantly between different currency areas. This
can lead to large reserve needs for countries attempting to stabilise
their exchange rates against currencies for which their own is not
regarded as a close substitute by the private sector. For example,
imperfect asset substitutability between different European curren-
cies may contribute to the tendency for substantial movement in the
US dollar-Deutsche Mark exchange rate to be accompanied by
exchange market pressures within the ERM.

Constraints on capital flows may also be of external origin. The
most important example is that of market-imposed creditworthiness
constraints on sovereign borrowers. Although, in principle, virtually
any borrower will potentially face such a constraint,2¢ developing
economies may be inherently more vulnerable to external borrowing
limitations than more developed economies for a number of reasons.
One concerns the nature of their borrowing needs. Almost by defini-
tion, most developing countries have large-scale investment needs
relating to basic infrastructure (roads, water management, schools,
etc). Such investments have fong lead times and may not generate
large earnings of foreign exchange; both features raise the chances

¥ See e.g. Eaton and Gersovitz (1981), Good surveys of most of the major issues in inter-
national debt are offered in Glick {1986) and Eaten (1993}
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of debt-servicing problems. In addition, the social returns to such
investments usually far exceed private returns, with the result that
they are more likely to be undertaken by the public sector. This
tends to amplify the sovereign debt component of external
borrowing and thus raises the question of the government’s ability to
service such debt. In most developing countries, governments have
much more limited capacity to appropriate domestic resources
through taxation than is the case in developed economies, which
constrains their external creditworthiness.

A second source of vulnerability arises from institutional arrange-
ments. Many developing countries have non-convertible currencies
and highly distorted domestic price structures. The former feature
leads external creditors to focus more closely on developing coun-
tries’ hard-currency earnings potential than is typically the case for
lending to countries with convertible currencies. The latter feature —
price distortions — makes the real worth of investments difficult to
assess for borrowers and lenders alike. As a result, lenders may shy
away from sound projects while borrowers may invest in projects
with low real returns; both aspects will impair creditworthiness.

Common sense suggests that additional foreign exchange reserves
will reduce the potential for liquidity difficulties and thereby enhance
a country’s creditworthiness, both by lowering risk premia and by
raising its borrowing limit. This may imply a positive relationship
between the risk premium and reserve holdings: as the risk premium,
reflected in the spread between a country’s borrowing costs and,
say, LIBOR widens, the country should raise its reserves. But an
inverse relationship is also plausible: as a country raises its reserves,
the risk premium should decline. The two are not really inconsistent,
but essentially simultaneous, so that high-frequency data might be
needed to establish the correct sequence of cause and effect. This
may explain why, in practice, it has been difficult to find any signifi-
cant statistical relationship between reserve holdings and risk premia
in bond markets.??

¥ See e.g. Edwards (1986). Ben-Bassat and Gotzlieb (1992a), however, claim some success in

overcoming the simultaneity problem by using a 25LS technique applied to Israeli data. They then
construct an “optimal” reserves series incorporating infermation on the risk premium and find
that actual Israeli reserves correspond more closely to this measure of optimal reserves than to
a measure that does not reflect creditworthiness considerations.
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The cost of holding reserves

A general presumption in the demand for reserves literature is that,
other things being equal, desired reserves decline as the cost of holding
reserves rises although, as discussed in the previous section, creditwor-
thiness considerations may in particular instances overturn the normally
inverse relationship.

There is also a general consensus that the most appropriate definition
of the cost of holding reserves is the net social opportunity cost -- that
is, the best alternative social yield on the resources tied up in reserves
minus the actual yield on reserves. The difficulties arise in measuring
either of these rates of return. Indeed, measurement problems have
been blamed for the failure of many studies to find a significant,
“correctly” signed relationship between reserve holdings and their esti-
mated net opportunity cost.?® Three relatively recent studies?® have
attempted to measure opportunity costs more accurately than earlier
studies and have found a significant negative relationship between
reserve holdings and their opportunity cost.

With respect to the return on reserve assets, a standard assumption
maintained in these studies is that the vast majority of reserves are held
in low-risk, highly liquid form and, therefore, will earn a yield close to
LIBID or a short-term Euro-dollar deposit rate.3? '

Much more difficult to assess is the return on alternative uses of the
resources held as reserves. Perhaps the most traditional approach
considers the gross real cost of holding reserves as equal to the social
marginal product of capital in the country concerned. Ben-Bassat and
Gottlieb {1992b} follow this approach for Israel, using rates of profit in
the business sector, as well as minimum rate of return thresholds applied
to public sector investment projects.

Unfortunately, this kind of approach cannot be readily applied else-
where. Quite apart from difficulties in obtaining the necessary data,
there is often likely to be a large gap between the true social rate of

B See e.g. Edwards (1985).

¥ Edwards (1985), Landell-Mills (1989) and Ben-Bassat and Geotdlieb (1 992b).

3 Ben-Bassat and Gottlieb {1992b) use a weighted average (based on currency shares in
reserves) of US dollar and Deutsche Mark deposit rates. |t is not obvious that this is an improve-
ment on using the US dollar rate aiene, since expected yields in a common currency may be
more similar than the deposit rates themselves, if uncovered interest parity holds even approxi-
mately.
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return on capital and the return actually observed. Moreover, any such
comparison of rates of return, particularly in cross-sectional analyses,
should take into account the substantial differences in risk associated
with the alternative uses of the resources,

There is also a macroeconomic argdment against using returns on
domestic investment as a measure of opportunity cost, except over the
long term. Suppose, for example, that short-term interest rates declined
in the major industrial countries. Unless long-term borrowing rates fell
equally, the measured difference between investment returns and the
yield on reserves would rise and lead to some decline in desired
reserves. The channelling of “excess” reserves into domestic investment
and demand, however, might be entirely undesirable from a stabilisation
policy perspective. The basic point to be made is that when macroeco-
nomic stabilisation policy is taken into account, domestic real investment
may not represent the “best” alternative use of foreign exchange
reserves.>!

The main alternative measure of a country’s gross cost of holding
reserves is its marginal cost of borrowing in international capital
markets?> and is the measure used in the Edwards (1985) and Landell-
Milts (1989) studies. This measure has two notable advantages over the
marginal product of capital measure. The first is simply that it is much
more readily observed or calculated. The second is that while from a
national planner's perspective it may be more appropriate to focus on
the opportunity cost in terms of domestic real investment opportuni-
ties, decisions regarding reserve management are much more likely to
focus on the cost of funding reserves, or alternatively, the gain from
using reserves to repay external debts.

Whichever of the two basic alternative measures of opportunity cost
is used, the empirical tests suggest that the net cost of holding reserves

1 This is likely to be especially the case for economies where reserves are relatively large
compared with the size of the domestic economy and refative to investment opportunities in
particular. In these cases, reallocation of resources from reserves to domestic investment will
tend to result in a relatively farger stimulus than in larger economies with greater investment
opportunities at any given rate of return.

¥ Edwards (1985) observes that in the absence of capital market inefficiencies and other
distortions affecting real rewirns on domestic investment, the two alternative measures would be
equivalent, at least when adjusted for risk differences, since demestic investment would proceed
to the point where the marginal product of capital was equal to the marginal cost of borrowing
abroad,

33



is an important influence on reserve demand, at least for developing
countries. The Ben-Bassat and Gottlieb analysis, being restricted to the
case of Israel, males it impossible to draw very general, cross-country
conclusions but it can be noted that they find that changes in the
measured opportunity cost of holding reserves do exert a substantial
influence on reserve holdings over time, while Edwards finds inter-
country differences in opportunity costs to be an important influence on
differences in reserve holdings across countries. 33

The Landell-Mills study, however, suggests some need for caution in
interpreting econometric results and generalising across countries. A
curious result in her analysis is that the demand for reserves appears to
be much more sensitive to opportunity costs in the case of developing
countries which ran into debt difficulties in the 1980s than for other
countries. This seems counter-intuitive insofar as it might be expected
that countries facing debt difficulties and high borrowing costs might
hold higher, not lower, reserves in order to improve their creditworthi-
ness, which would tend to dampen the normally negative relationship
between cost and demand. L.andell-Mills suggests that the high sensitivity
observed for countries with debt problems may result from a systematic
tendency for such countries to be more reliant on borrowed rather
than owned reserves. Although iflogical from an economic point of view,
countries relying on borrowed reserves might be more sensitive to the
opportunity cost of holding reserves than countries with mainly owned
reserves for the simple reason that for borrowers the opportunity cost
will be much more visibly reflected in the accounting cost of holding
reserves,

An alternative story may be more plausible. This is that after 1982,
when lenders became much more sensitive to measures of developing
country creditworthiness — such as reserves/import ratios — declines in
developing countries’ actual reserves (as opposed to desired reserves)
could have led to increases in lending rates to such borrowers. This
would generate the observed inverse relationship between changes in
reserves and measured opportunity cost, but with a reversal of causality.

3 ndeed, differences in borrowing costs facing developed and developing countries may
partly account for the tendency, seen in Figure 5, for industrial countries to held higher reserves
and for developing countries to hold lower reserves than would be expected on the basis of
current account variability.
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Most importantly, it would give a false indication of the relationship
between desired reserves and opportunity costs. From this perspective,
Landel-Mills’ finding that, for countries which did not run into debt diffi-
culties, reserves were fairly insensitive to the net holding cost may be
the most important resuit.

V. The desired composition of reserves

Just as there is no “general” theory of the demand for reserves, inte-
grating the full range of considerations that can be expected to influence
a country’s desired level of reserves, so too there is no comprehensive
theory of optimal reserve composition.

Curiously, a very basic consideration in reserve portfolio management
— the degree of liquidity characterising or required of the portfolio — is
not very well integrated into existing models.* How important liquidity
considerations are depends crucially on the motive for holding reserves.
If reserves are held primarily for the purposes of exchange market inter-
vention, an extremely high degree of liquidity will be required of reserve
assets, while other reserve asset properties, such as their risk/return
characteristics, will be much less important. By contrast, for reserves
held primarity as medium to long-term investments, risk/return charac-
teristics will be relatively important.

The models outlined below tend to suit one or other of these port-
folio criteria, but do not readily accommodate the fact that central
banks talke liquidity and risk/return (as well as other) characteristics into
account in their portfolio choices. One way of dealing with this problem
may be to manage different “tranches” of the overall reserve portfolio
according to different fiquidity requirements.35 The most liquid
“tranche” would reflect transactions needs, while a less liquid “tranche”
weuld reflect risk/return considerations, so that the overall pottfolio

3 One reasen why it is inherently difficule to integrate liquidity considerations into the
models is that the effective liquidity of different reserve assets depends partly on the size of
holdings relative to the size of the market, For example, even if, say, Barbados heid a high
proportion of its reserves in Dutch guilders, these would be highly fiquid given the size of its
holdings relative to the size of the market. However, if the United States held a high proportion
of its reserves in guilder instruments identical to those of Barbados, they would be much less
liquid.

¥ See e.g. Blackman {198%).
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would be a mixture of the two. Alternatively, an optimal risk/return
portfolio might be modified on a judgemental basis to take account of
liquidity requirements,

The next section reviews the evolution of the currency compesition
of global reserves over the period 1975-92. The following three
sections examine alternative but, as discussed above, not necessarily
incompatible, approaches to the determination of the desired currency
composition of reserves. A final section examines other considerations
that may constrain the currency compasition of reserves of both large
and small reserve holders.

The currency composition of reserves, 1975—92

Tables 57, together with Figures 6—8, show the evolution of the
currency composition of global, industrial country and developing
country reserves over the period 1975—9%2, both at current and at end-
1992 exchange rates. These show a number of noteworthy features:

(i} The share of the US dollar in global, industrial country and devel-
oping country reserves declined substantially over the period
1975-92, but the fall is much more pronounced at current
exchange rates than at constant exchange rates. Indeed, since about
1984 the share of the dollar, which has continued to shrinle at
current exchange rates, shows no clear trend in constant exchange
rate terms in industrial countries and has tended to drift upwards in
developing countries.

(i) The currency composition of reserves has been noticeably more
stable, whether in current or constant exchange rate terms, for
developing countries than for industrial countries.

{iiiy Throughout the period, and in both current and constant exchange
rate terms, changes in the share of the US dollar in global and indus-
trial country reserves have mostly found their counterpart in
changes in the share of the Deutsche Marl and, to a much lesser
extent, the yen. The data in Table 7 largely support this observation,
but also reveal differences between the industrial and developing
countries.

Among the industrial countries, the shares of the yen and Deutsche
Mark have tended to rise and fall together as the share of the dollar
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Figure 6
Currency shares in global foreign exchange reserves, 1975--92
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as the sum of industrial and developing countres’ reserves.

Global reserves are calculated

Source: IMF Annual Reports
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: figures for 1992 are partly estimated.
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has fallen and risen, respectively (as is reflected in the positive corre-
tation between changes in the shares of the yen and Deutsche Mark
in reserves and the highly negative correlations between changes in
the shares of these currencies and the dollar). Among developing
countries, however, changes in the shares of Deutsche Mark and yen
have not been as closely correlated, particularty at constant
exchange rates.

{iv} Much of the movement in the currency composition of industrial
countries’ reserves appears to reflect the effects of intervention
related to exchange rate movements rather than more fundamental
shifts in portfolio preferences.

The mean-variance approach

The mean-variance approach to analysing the composition of reserves is
an adaptation of the traditional Markowitz portfolic model, widely used
in the theory of finance. Essentially, the model! treats reserves as a store
of wealth and the central bank as an investor wishing to maximise the
value of the portfolio while minimising its riskiness. Within this frame-
work, the basic analytical task is to find the set of investment portfolios
(i.e. the different combinations of currencies in reserves) which offer
the greatest return for any given degree of risk. This set is known as the
efficient frontier, since any other portfolio (currency mix) will yield a
lower return for the risk involved. In principle, optimising central banks
should atways pick a currency portfelio somewhere along the efficient
frontier, so long as the risk and return on the portfolio are their sole
concern,

An important difference between the traditional portfolio analysis and
that for a central bank is that, in the traditional analysis, the investor is
assumed to focus on the mean and variance of the portfolio returns in
domestic currency terms. In contrast, the central bank is usually
regarded as focusing on the mean and variance of returns on its reserves
in terms of a “basket” of either foreign currencies or imported goods
and services. Since this basket will differ from one country to the next,
the efficient frontier will also vary from one country to the next.
Consequently, even if two central banks have identical preferences in
terms of the trade-off that they are willing to make between risk and
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return on their reserves, they will still select different currency mixes
for their reserves.3

The application of the mean-variance approach to the currency
composition of reserves runs into three sorts of practical difficulties
discussed below: the first two concern the identification of the efficient
portfclio frontier, while the third relates to the choice among efficient
portfolios,

(i} Defining the appropriate reference basket. Two basic alternatives
have been employed in the literature. The first emphasises the role
of reserves as a means of financing current account deficits, by eval-
uating portfolios in terms of their real purchasing power over
imports. In this case, the means and variances of alternative port-
folio yields would be evaluated with reference to an index of foreign
prices, usually weighted according to import shares from various
countries or according to currency shares in the denomination of
imports.37

The second alternative emphasises the role of reserves in inter-
vention or capital account financing. In this case, the central bank is
regarded as aiming to maximise the value of reserves, and minimise
their variance, in terms of the currency of intervention {(e.g. the
US dolflar)3® or in terms of a currency basket against which it may
have an exchange rate target, or at least an intervention reaction
function.?®

It should be noted that the choice of reference basket also affects
the relevant types of instrument in each currency. In the first case,
for example, with reserves held for current account financing, the
degree of liquidity required of reserve assets will tend to be lower
than in the second case, where reserves are held mainly for coping

3 To illustrate this point, consider the following simple example: suppose that the Austrian
and Mexican central banks have identical risk/return preferences and that expected returns on
US dollar and Deursche Mark assets ave aiso identical. Suppose also that Austria's trade is
primarily with Germany while Mexico's is with the United States. In these circumstances, Mexico
will regard the US doliar as a less risky currency than the Deutsche Mark in terms of its import
basket, white the reverse will be the case for Austria. Other things being equal, Mexico would
hold a high proportion of doliars in reserves, while Austria wouid hold Deutsche Marks.

7 See e.g. studies by Kouri and de Macedo (1978}, Ben-Bassat (1980}, Healy (1981), Ben-
Bassat (1984), Horii (1986), Dellas (1989).

® See ¢.g. Ben-Bassat (1980).

¥ See e.g. Rikkonen (1989}, It is, of course, possible that the "target” basket may use trade
weights, bur not necessarily.
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(if)

with short-term capital flows. These differences in liquidity require-
ments imply that the alternative reference baskets will differ not
only in the weights of various currencies but also in the types of
currency instrument and their associated risk/return characteristics.

Instability of risk/return relationships. The second source of diffi-
culty in any portfolio management problem is that the statistical
characteristics of the alternative investments — in this case the
expected returns, variances and covariances of returns on different
currencies — may be unstable over time. Changes in the key statis-
tical parameters of the currencies involved will, of course, alter the
currency composition of portfolios along the efficient frontier, as
well as the shape and position of the frontier itself. As a result,
portfolios which appear efficient ex ante, based on earlier data, are
quite lilkely to turn out to be less efficient ex post. 1

While there is no complete solution to this problem, there may
be some ways of reducing its importance. Rikkonen (1989), for
example, employs alternative exchange rate forecasting techniques
to improve estimates of expected returns on different currencies
and sefect variances and covariances of returns that minimise fore-
cast errors. An alternative approach, taken by Jorion (1985) and
Dumas and Jacquillat {1990), employs Bayesian forecasting tech-
niques. For example, expectations regarding returns on different
currencies may be based partiy on historical data and partly on the
“prior” that uncovered interest parity will hold. In practice, this
approach tends to favour fairly conservative portfolio management,
partly because it suggests that there is less scope for trading off risk
against return than a backward-looking analysis might suggest,
(inducing a bias in favour of the minimum variance portfolio) and
partly because expectations shift more gradually in response to new
data.

The instability of key parameters also raises practical questions of
how frequently to update the estimates and how quickly to adjust
the currency composition of the portfolio. For example, it can be
argued that a very “conservative” central bank should lean towards
fairly frequent portfolio re-estimation and adjustment, since this

* See e.g. Papaioannou and Teme! (1993).
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(iii)

could help reduce the riskiness of the portfolio. Doing so, however,
runs the risk of destabilising exchange markets,*! which may conflict
with the central bank's broader responsibilities or concerns.

Choosing among efficient portfolios. The third source of difficulty in
applying the mean-variance framework to reserve management is
that it can be used only to identify the set of efficient portfolios.
Which of these represents the best or “optimal” portfolio for a
country remains a subjective choice, dependent on the balancing of
risk and return. This ultimately subjective element in the mean-vari-
ance approach also makes it virtually impossible to determine
whether, and to what extent, the currency composition of central
banks' reserves reflects optimising behaviour. The basic difficulty is
in selecting a "benchmarl” portfolio against which to compare the
actual portfolio held by the central bank. Various alternatives have
been used in the empirical literature, but none is fully satisfactory.
A diagram is probably helpful in understanding the problem.

fn Figure 9, the curve EFT traces the efficient portfolio frontier,
as calculated at time t. Point A represents the portfolio actually held
by the central bank, with a mean return of Ra and a variance of Va.
Since A lies within the frontier, rather than on it, it appears to be
inefficient. The question is how to measure the degree of ineffi-
ciency. The most commonly used reference point, or “benchmarlk”,
is the minimum variance portfolio, represented by point B (with a
mean return of Rb and a variance of Vb}.42 Unfortunately, there is
no simple way of measuring by how much portfolic A differs from
portfolio B: differences in currency composition may be compared,
but no overall measure of disparity is available.

An alternative benchmark is portfolio C. This portfolio occurs at
the point of tangency between the efficiency frontier and a line
intersecting the vertical axis at the rate of return on a hypothetical
“risk-free” asset. If a risk-free asset does not exist, its closest equiv-

* On this poing, Brady (1992} discusses how the extremely active portfolio management of

a central bank can affect exchange rates.

See e.g. Kouri and de Macedo (1978), Healy {1981} and Horii {1986). One argument in

favour of using the minimum-variance portfolio as a benchmark is that, analytically, any given
portfolio can be decomposed into two sub-portfolios: a minimum-variance portfolio plus a
“speculative” portfolio.
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alent may be the numeraire basket itself.*3 Again, it is difficult to
compare the actual and benchmark portfolios.

Perhaps the best benchmark, used by Dellas,* is portfolic D
(having the same variance as portfolio A but on the efficiency fron-
tier), for two reasons. The first is that the difference between A
and D can be measured simply by the difference in the overall rates
of return {Rd minus Ra) on the two pertfolios. The second reason is
that the difference in returns on portfolios A and D involves no
judgement as to the optimality of the portfolio, in contrast with

43 See e.g. Ben-Bassat (1980, 1984). Ben-Bassat notes that if the objective of the central

bank is, say, to optimise with respect to the dollar value of reserves (L.e. a US dollar numeraire)
then the “risli-free” return would be the yield on US Treasury bills. YWhen the objective is cast
in terms of a basket of currencies or imports, there is no truly risk-free asset available. Ben-
Bassat uses a numeraire-weighted average of interest rates on the numeraire currencies.

4 Dellas (1989) and Dellas and Yoo {1991).
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portfolios 8 and C. To see this, suppose that the actual portfolic had
been at point D. In this case the portfolio would rightly be measured
as an efficient portfolio. But if portfolio D were measured against
either portfolio B or C, it might be regarded as inefficient, which it
is not.

Unfortunately, even Dellas' inefficiency measure may be mis-
leading. As was discussed earfier, calculation of the efficient frontier
is sensitive to differences in the definition of the reference basket
and the way in which expectations are formed.”S As a result, there
is no guarantee that the relevant frontier is EF7. It would be quite
possible, for example, that the central banl's calculation of the effi-
cient frontier was actually EF2. In this case, portfolio A should be
seen as efficient and the difference between D and A would be a
measure of the error in the researcher’s judgement regarding the
central bank's objective or its forecasting methodology.

The kinds of “technical” problems discussed above are not only a
source of frustration for academic researchers, but also for central
banks attempting to apply the mean-variance approach to their reserve
portfolio decisions. Nonetheless, the mean-variance approach may at
least have a useful role to play as a complement to judgemental decisions
on portfolio composition.* In particular, the approach can offer a
starting-point for forward-looking portfolio choices as well as provide
benchmarks against which past portfolio choices can be assessed.

The transactions approach

In an important contribution to the reserve management literature,
Dooley (1987)% suggests that the composition of foreign exchange
reserves may depart from efficient portfolio mixes for sound reasons
unrelated to the practical problems associated with applying the mean-
variance framework.

5 Ben-Bassat (1980} and Horii (1986), for example, used lagged values of the actual frontier
as a proxy for the “expected” frontier against which actual portfolios are compared. There is no
guarantee that even optimising certral banks forecast efficiency frontiers in the same way.

% To the extent that factors other than the mean and variance of the portfolio influence the
desired compaosition of reserves, some judgmental adjustment input to portfolio decisions will be
essential. Even so, the approach can be helpful in clarifying the “cost” (in terms of departure
frem the efficient frontier) of these additional considerations or constraints.

47 Building on earlier worl by Heller and «night (1978).
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The basic thrust of Dooley's argument is that the mean-variance
framework is most logically applied to the net foreign assets of the
authorities rather than to gross reserves alone, From this perspective,
an efficient portfolio of net assets can be obtained by manipulating the
composition of gross assets, gross liabilities or both. An implication
which follows is that even if the currency composition of the net asset
portfolio is efficient (in a mean-variance sense) there is no reason to
expect that the currency composition of either gross assets or gross
liabifities, examined in isofation, will represent efficient portfolios.

The fact that the currency composition of net reserves can be opti-
mised on either the assets or the liabilities side may give the authorities
an extra degree of freedom to pursue other objectives. Dooley
suggests that a logical way in which to use this freedom is for the central
bank to place a relatively high weight on transactions cost or liquidity
considerations in setting the composition of reserve assets, while mean-
variance considerations (with respect to the net asset portfolio) are
given a fairly heavy weight in the make-up of liabilities.

Nonetheless, Dooley readily acknowledges that institutional arrange-
ments may well preclude portfolio optimisation with respect to the
currency composition of net foreign exchange assets. This is particularly
likely if reserve assets are managed quite separately from liabilities. In
addition, the abifity to manage foreign currency positions may be much
more constrained on the liabilities side than on the assets side if foreign
currency borrowing decisions are highly decentralised, if liabilities are
typically in instruments with longer maturity than assets, or if foreign
lenders constrain the currency denomination of liabilities.*8 Finally,
foreign exchange transactions costs, at least among the major curren-
cies, may be fairly low anyway.

fn such circumstances, it may be more feasible and, possibly, less
costly to optimise reserves on the assets side than on the liabilities side.
Even in this case, however, the central bank may well take known
foreign exchange liabilities into account in determining the optima
composition of reserves — an aspect that has hitherto been neglected in
the mean-variance literature.

Whether the currency composition of foreign exchange reserves is

* Dooley (1987} notes, for example, that the |MF, the World Bank and national entities
usually do not give borrowers any choice in the currency denomination of loans.
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more readily explained by transactions considerations than by mean-vari-
ance optimisation is essentially an empirical issue. In order to shed some
light on the question, Dooley (1987} examined data on the currency
composition of foreign exchange reserves and foreign currency debt of
ninety-three developing countries, as well as various sub-groups.4®

Dooley drew two “tentative” conclusions from his examination. One
was that changes in the currency composition of net assets at an aggre-
gated level gave a misleading impression of shifting portfolic prefer-
ences. At a disaggregated level, the compasition of net assets was much
more stable, but varied considerably from one group to the next
Changes in composition at the aggregated level, therefore, mainly
reflected weight shifts between groups of countries with quite different,
but relatively stable, net liabiity positions in different currencies, This
observation underscores the argument that the mean-variance approach
is most validly applied at the individual country level; applied to groups of
countries®® it may produce entirely spurious results,

A second conclusion was that the currency composition of gross
reserve assets did not appear to be consistent with mean-variance port-
folio optimisation. The first point in this respect is that, at both aggre-
gated and disaggregated levels, there was a very limited correspondence
between the currency compositions of gross and net asset positions.
This implies that if the composition of either gross or net assets was
roughly optimal, the compositian of the other was far from optimal. On
balance, Dooley seems to suggest that the global diversification of assets
away from the US dollar, particularly towards the Deutsche Mark and
yen, after the collapse of the Bretton Woods system is more consistent
with the evolution of net asset positions than of gross reserve positions.
In other words, to the extent that portfolio optimisation occurred at
all, it may have been as much on the liabilities side as on the assets side.

Dooley's second piece of evidence to suggest that the composition of
reserves was significantly influenced by transactions considerations is
that the share of the dollar in gross reserves, at aggregated and disaggre-
gated levels, appears largely to reflect exchange rate movements. To
suppose that portfolic preferences moved so closely in line with

# Comprising major oil exporters, middle-income oil importers, low-income countries,
manufacturing exporters and net oil exporters.
% See e.g. Horii (1986) and Dellas (1989).
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exchange rate movements seems implausible.>! A more plausible expla-
nation is that revaluation effects on reserve composition were accepted
“passively” simply because they would be quite consistent with the
effects of exchange rate movements on transactions needs.

Dooley’s reasoning suggests a relatively straightforward means of
gauging, at least roughly, the relative weight central banks place on
transactions considerations as against portfolio optimisation in deter-
mining the currency composition of reserves. On the one hand, if
currency shares in reserves are much more stable at prevailing exchange
rates than at constant exchange rates, this suggests that the central bank
focuses mainly on portfolio considerations. On the other hand, if
currency shares are much more stable at constant exchange rates, this
suggests that the main focus is on transactions considerations. Of
course, whether shares are calculated at current or at constant
exchange rates, there is bound to be some instability, partly due to
actual use of reserves (for transactions or intervention purposes) and
partly due to shifts in portfolio preferences or transactions needs.
Nonetheless, a ratio of the variability of reserves at constant and at
current exchange rates should still give a broad indication of reserve
management priorities.

Table 8 shows calculations of the variability of the currency composi-
tion of reserves, at current and at constant exchange rates over the
period 1975-92. As discussed earlier, these caleulations are intended to
give a rough indication of the relative weight attached to transactions
considerations and portfolic optimisation considerations in the determi-
nation of the currency composition of reserves.

Two alternative measures of the variability and relative variability of
currency shares are used: the standard deviations of currency shares and
the coefficients of deviation {i.e. the standard deviation as a percentage
of the average share). Both alternatives give fairly similar results, but it
may be more helpful to focus on the coefficient of deviation figures,
since these facilitate comparisons across currencies and also adjust for
the fact that average currency shares differ according to whether they
are caiculated at current or at constant exchange rates.

* Doocley allows that reversed causality could be consistent with this pattern. That is, a
portfolio shift towards the US dollar would raise its exchange rate. However, although this
would be a reasonable view at the global level (including private investors), it seems improbable

that each developing country sub-group wosuld have a shift in porticlic preferences rthat so
closely coincided with the global shift.
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Two features of Table 8 may be highlighted:

{i) As suggested by Figures 6~8, the variability of currency shares was,
on average, more than twice as great in industrial country reserves
than in developing country reserves. Moreover, despite considerable
differences in the relative variability of currency shares within each
group of countries, the shares of every currency except the Swiss
franc were more variable (relative to average shares) in the industrial
country group than in the developing country group.

(i) On average, however, the variability of currency shares at current
exchange rates was about the same as at constant exchange rates for
both groups of countries, as indicated by the ratio of variability in
column 6. These results suggest two tentative conclusions: the first is
that both transactions considerations and portfolic optimisation
considerations received fairly similar weight in decisions regarding the
composition of reserves. As is illustrated with an example in Table B1
in Appendix B, had transactions considerations dominated reserve
management, the variability of reserves at constant exchange rates
would have been much lower than at current exchange rates,
resulting in ratios of well below 100 in column é of Table 8. Had
portfolio optimising considerations dominated, the ratios in column 6
would tend to have been well above 100,

The second conclusion is that neither group of countries tended,
on average, to be clearly more transactions or portfolio-oriented in
reserve management than the other. This contrasts with the conclu-
sion of Ben-Bassat (1980) that, at least around the middle of the
1970s, developing countries appeared to place greater emphasis on
portfolio considerations than industrial countries. It also contrasts

with the opposite assessment of Dellas {1989) for the period
1977--84.

While the above analysis suggests that transactions considerations do
not necessarily dominate decisions regarding the currency composition
of reserves, they may nonetheless explain the composition of reserves
at least as well as the portfolio models examined earlier,

Dooley, Lizondo and Mathieson {1989), hereafter referred to as
DLM, estimate a transactions-based model of the currency composition
of reserves for a group of 58 countries over the period 1976—85. In
essence, the analysis is an updating and refinement of the study by Heller
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and Knight (1978). To the extent that transactions considerations are
important, DLM argue that the proportion of reserves held in a partic-
ular currency should tend to increase with the proportion of the
country's external transactions in that currency. In the absence of good
data on the currency composition of current account transactions of
most countries, [DLM use bilateral trade shares as a proxy for the
currency composition of trade, while using the currency denomination
of external debt (available only for the developing countries in the study)
as a proxy for the currency composition of services transactions. In
addition, and fike Heller and Knight (1978), DLM presume that the
choice of exchange rate regime will influence the composition of
reserves. For example, a country pegging its currency to, say, the
French franc may be expected to have a larger share of francs in its
reserves than would be indicated by its trade with France, simpiy
because its exchange market intervention may take place mainly in
francs.

Apart from including information on the currency composition of
debt service payments as an additional variable, the most important
improvement in the DLM analysis over the Heller and Knight study is in
the estimation technique. DLM note that currency shares in gross
reserves are bounded; that is, they cannot be less than zero or greater
than 100 per cent. Econometrically, this is recognised by using a
symmetrically-censored least squares (SCLS) technigue as an alternative
to the traditional ordinary least squares (OLS) technique.

The principal results of DLM’s analysis may be summarised as follows:

(i) For both industrial and developing countries, the nature of exchange
rate arrangements, as well as the relative importance of transactions
(including debt service payments in the case of developing countries)
with the various major reserve currency issuers, exert a significant
influence on the currency composition of reserves.

(i} Transactions considerations appear to vary in importance from one
currency to the next. The share of reserves in French francs, for
example, is well expiained by trade patterns and exchange rate
arrangements, but shares of other currencies, such zas the Deutsche
Mark and pound sterling, are much less well-explained, especially in
the case of industrial countries.

(i} Among industrial countries, flexible exchange rate arrangements or
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membership in the ERM or the “snake” tended to boost the US
dollar share of reserves.

{iv) The results using the SCLS technique suggest that the composition
of trade and debt service flows are more important for the compo-
sition of reserves than is implied by OLS estimates.

An intervention-oriented approach

In contrast with the mean-variance optimisation and transactions
approaches, the approach discussed below focuses on the implications
for reserve composition of the timing of reserve use, whether in pursuit
of balance-of-payments or exchange rate objectives.

The basic idea is essentially similar to that underlying the consumption-
based capital asset pricing model (CCAPM).52 In that model it is posited
that investors will tend to draw on their portfolios at times when their
income is low in order to smooth their consumption path. It follows
that a portfolio which has a fairly high variance, but that is high in value
when income is low and low in value when income is high (i.e. negatively
correlated with income}, may be preferable to the ideal mean-variance
portfolio, which is fairly stable in value at all times.

Adapting this approach to reserve management would iead a country
holding reserves for the purpose of current account financing to favour
reserve assets which tend to be high in value vis-a-vis a basket of imports
when its current account position is weakest and lowest in value when
its current account position is strongest.

Alternatively, if reserves are mainly used to dampen movements of
the exchange rate against some reference currency®® or currency
basket, reserves would be held in currencies that tend to be strongest
vis-a-vis the reference currency (or currency basket) when the home
currency depreciates and vice versa. In other words, reserves would be
held in such a way that positive revaluation effects in terms of the refer-
ence currency would be maximised precisely when reserves are most
lilkely to be used, and reserves would be acquired when they were rela-
tively cheap in terms of the reference currency. As shown in Appendix

52 See e.g. Breeden {1979) or Stulz {1985). | am grateful to John Murray for pointing out this
simifaricy.

% The reference currency may or may not serve as a “target”: even countries with floating
exchange rates may intervene to smooth a particular exchange rate without having any target
level in mind,
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B, however, the potential gains from this approach depend importantly
on temporary violations of the uncovered interest parity condition.

An implication of this “intervention”®® approach is that the set of
efficient portfofios is not comprised of those which have the lowest
variance for any given mean return, but instead comprised of those
which have strongly negative correlations and covariances with the use
of reserves, whether in defence of the exchange rate or in financing of
the current account.ss

The “intervention” approach, of course, suffers from many of the
same problems as the mean-variance approach, since its potential useful-
ness also depends on the ability of the authorities to forecast the means,
variances and covariances of returns in different currencies. lt also
requires a clear idea of the circumstances in which reserves are likely to
be used.

An important issue in this context concerns the appropriate refer-
ence currency (or currency basket). For a number of countries this may
not be entirely straightforward. For example, although Belgium may
formally target its bilateral exchange rate vis-3-vis the Deutsche Mark,
much of its intervention in practice may be triggered by movements of
the Belgian franc vis-a-vis the ECU currency basket, reflecting Belgium'’s
ERM obligations. Alternatively, even if a country seeks, in general, to
smooth movements in its effective exchange rate, it may nonetheless inter-
vene mainly with respect to movements in a particular bilateral rate.5

A second issue concerns the character of the intervention response
to exchange rate movements. Some countries, for example, may inter-
vene in proportion, say, to the deviation of their exchange rate from
some target level, while others may intervene only with respect to rapid
or “disorderly” rates of change in the exchange rate. The point here is
that the pattern of correlations and covariances will vary somewhat
according to the particular form of a country’s intervention “rules”.

4 The term “intervention” is used partly for convenience, but also because the approach
focuses squarely on the issue of when reserves are actually used or acquired.

5 if optimisation were on the fiabilities rather than on the assets side, high positive correla-
tions and covariances weuld be sought. Unless liabilities have extremely short maturities,
however, the gains from the “intervention™ approach will be much greater when applied to the
assets side.

3¢ Following the optimal intervention literature, this might be appropriate if the typical type
of disturbance underlying bilateral exchange rate movements varied from one country to
another, calling for different intervention responses to different sources of movement in the
effective exchange rate.
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Bearing such qualifications in mind, it is nonetheless interesting to
consider how the compeosition of various countries’ reserves might look
if they followed an “intervention” approach.5? Table 9 shows correfa-
tions and covariances between monthly moverments®® and levels of
various exchange rates in relation to the US dollar over the period
1988—912. Included in the table are a number of non-European curren-
cies for which the US dollar exchange rate may, in practice, serve as the
principal reference currency for intervention purposes, as well as the
major non-dollar reserve currencies.

A few features of Table 9 may be noted. The first is that for Japan, in
particular, there appears to be no attractive alternative (in terms of
correlations, if not in mean yield terms} to holding US dollar reserves:
when the yen is depreciating (appreciating} against the dollar, the other
major reserve currencies tend to be weak (strong) against the dollar. By
holding US dollar reserves, therefore, Japan would minimise adverse
reserve revaluation effects in terms of the US dollar. Second, and in
contrast, there could be a potential gain®® to Germany (as well as to the
other major European countries) from holding Japanese yen for inter-
vention purposes vis-a-vis its own exchange rate versus the dollar¢0

Third, among the non-European countries the general pattern of
correlations suggests that the gains, if any, of diversification away from
US dollar reserves tend to favour the holding of ERM “core” curren-
cies, rather than sterling or yen.

Table 10, showing correlations and covariances of exchange rate
movements vis-a-vis the Deutsche Mark over the period 1988-92
shows a broadly similar, dichotemous pattern to that of Table 9. That is,
those currencies which are most stable against the Deutsche Marl (rela-

7 Since this is an illustrative exercise, interest rate differentials between currencies are
ignored. In a fuller efaboration of the approach, of course, it would be necessary to take these
INto account.

58 Correlations and covariances are shown for the squares of percentage movements in US
doliar exchange rates. {mplicitly, this assumes that countries intervene mainly to dampen excep-
tionally rapid or pronounced movements in their exchange rates. It may be noted, however, that
the general pattern of correlations is very much the same using the simple percentage changes
In exchange rates.

5% The magnitude of expected gains, measured by the covariance, would be relatively large,
reflecting the relatively high variances of both the Deutsche Mark and the yen against the dollar.
However, the small size of the correlation coefficient suggests that the sign of coefficient couid
easily be positive — and gains turned to fosses — for a slightly different sample period.

8 {.e. if the Deutsche Mark were strengthening sharply against the dollar, Germany would
purchase yen which, more often than not, would be relatively weak against the dollar.
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tive to the dollar) would tend to benefit most from reserve revaluation
effects vis-a-vis the Deutsche Mark by holding yen, US dollars and, in
some cases, pounds sterling. In contrast, the countries with currencies
showing less stability against the Deutsche Mark would, generally,
benefit most by holding currencies most like the Deutsche Mark
including, of course, the Deutsche Marlk itself,

It can also be noted that the pound sterling is somewhat unusual
insofar as it would appear to be an attractive reserve currency (for
intervention vis-a-vis the Deutsche Marl exchange rate) both for some
of the countries with the most “Deutsche Mark-fike” currencies and for
those with the least “Deutsche Mark-like” currencies — the United
States and Japan. In the Japanese case, however, the US dollar would
offer the greater gains, whether intervening with respect to the yen's
exchange rate against the Deutsche Mark or, as seen in Table 9, against
the dollar.

For several of the countries represented in Table 10, although their
bilateral exchange rates versus the Deutsche Mark may be the formal or
informal target of exchange rate policy, a considerable proportion of
their exchange market intervention in practice may be triggered by
movements of their currencies vis-i-vis the ECU basket of currencies.
For this reason, Table 11 shows correlations and covariances of
European currency movements with respect to the ECU.

Some differences between Tables 10 and 11 may be highlighted. First,
against the ECU reference basket, the distinction between the more
“Deutsche Mark-like” and less “Deutsche Mark-like” currencies is
brought into sharper focus. Second, negative correlations between
currency movements and levels are generally much stronger vis-a-vis the
ECU reference basket than vis-a-vis the Deutsche Mark. Third, for the
countries with more “Deutsche Mark-like” currencies, the Japanese yen
is much less attractive, while sterling and the dollar are much more
attractive as reserve assets for intervention within the ERM than for
intervention vis-a-vis bilateral exchange rates against the Deutsche Mark.
Fourth, for the less “Deutsche Marlclike” currencies, the French franc
and Dutch guilder are relatively more attractive as reserve assets for
intervention within the ERM than vis-a-vis the Deutsche Mark.

In addition, Table 11 also draws attention to an issue of potential
importance in the “intervention” approach. In contrast with the mean-
variance approach, where the basic trade-off to be made is between the
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stability and the expected returns on the reserve portfolio, under the
“intervention” approach there may be two dimensions in which to make
a trade-off. The first is the trade-off between the (expected) average
return and the timing of those returns. The second may be between the
magnitude and precision of portfolio revaluation effects.

To illustrate this latter trade-off, consider the correlations and covari-
ances of movements in the Swedish krona with the Deutsche Mark and
yen vis-a-vis the ECU, shown in Table 11. In this case, the correlations
indicate that the Deutsche Mark tends much more reliably than the ven
to be strong against the ECU when the Swedish krona is depreciating
sharply against the ECU. However, because the Deutsche Mark is much
more stable against the ECU than is the yen, the covariance of the
krona's movements with the level of the yen in relation to the ECU is
larger than the covariance with the Deutsche Mark against the ECU. As
a result, reserves held in yen would, on average, experience larger reval-
uation gains in terms of the ECU than reserves held in Deutsche Mark,
but the timing of those gains would be much less closely synchronised
with the krona’s movements against the ECU. From this perspective it
might be anticipated that relatively risk-averse central banks following
the “intervention” approach would focus primarily on the strength of
correlations while more risk-tolerant, profit-maximising central banks
would place more emphasis on the magnitudes of covariances.

Finally, Table 12 displays correlations and covariances of currency
movements and levels with respect to the trade-weighted exchange
rates of several countries currently maintaining floating exchange rate
regimes. For the European currencies, it can be noted that the pattern
of correlations is essentially similar to that found in Table 11, with the
Deutsche Marle and Dutch guilder remaining the most attractive reserve
currencies from an intervention perspective. Nonetheless, it may also
be noted that in most cases, whereas correlations with the more
“Deutsche Mark-likke” currencies are weaker vis-a-vis effective exchange
rates than vis-a-vis the ECU basket, correlations with the yen are
stronger. 5!

& In the cases of Sweden and Britain, this results in covariances with the yen at least as great
as with the Deutsche Marle vis-d-vis their respective trade-weighted exchange rates, despite
much higher correlations with the Deutsche Mark. As discussed earlier, there would still be a
presumption in favour of holding Deutsche Mark reserves in these cases.
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Among the non-European countries, the pattern of correlations tends
to be stronger, but qualitatively similar to the pattern of correlations in
Table 9. In the cases of japan, Australia and Canada, the central banks
would appear to gain the largest benefits in terms of revaluation effects
by continuing to hold US doltars, French francs and Dreutsche Marks,
respectively, while New Zealand would have little, if anything, to gain by
diversifying away from US dolfars (except, perhaps, into Australian
dollars).

Before moving on to consider various constraints on reserve port-
folio choices, three final points should be made regarding potential impli-
cations of the “intervention” appreach outlined above.

The first is that the scope for exploiting the potential benefits of the
“intervention™ approach are limited in the same way as the mean-vari-
ance approach, by liquidity considerations and transactions costs. For
example, in several cases in the tables, it appears that the French franc
or Dutch guilder would be more attractive reserve assets than the
Deutsche Mark in terms of their potential for generating beneficial
revaluation effects. The higher transactions costs and more }mited
liquidity in markets for these currencies, however, might well outweigh
the fairly marginal potential benefit of holding reserves in these curren-
cies rather than in Deutsche Mark.42

Second, the “intervention” approach, in particular, indicates that the
issues of reserve composition and reserve levels are not completely
separable. Compared with following 2 mean-variance or transactions
approach, following an “intervention” approach would tend to allow for
some reduction in a country's average level of reserves, precisely
because their value would tend to be higher than under the alternative
approaches when reserves are most needed.

Third, the “intervention” approach would have different, possibly
more desirable, implications for the international monetary system
generally than would the transactions or mean-variance approaches.
Broadly speaking, the transactions and mean-variance approaches would
tend to lead countries to hold reserves in the currencies of countries
with which they trade a great deal or against which their own currencies

62 Nonetheless, the existence of such potential benefits would provide an incentive for the
development of markets for liquid instruments in these currencies and increased diversification
of reserve assets towards such currencies.
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are relatively stable. Canada, Australia and New Zealand, for example,
would hold a high proportion of reserves in US dollars while most
European countries would tend to hold Deutsche Mark and dollars.
Unfortunately, this can give rise to counter-productive or destabilising
intervention.

As an illustration, consider the intervention responses to a weakening
of the US dollar against the Deutsche Mark. As can be seen in Table 13,
this movement would typically be accompanied by a strengthening of the
yen against the dollar, and a weakening of the Australian and Canadian
dollars in effective terms. Within Europe the more “Deutsche Mark-
lilke” currencies would tend to strengthen against the ECU (and the
Swiss franc rise against the Deutsche Mark), while less “Deutsche Mark-
like” currencies would typically weaken against the ECU.

In such circumstances, uncoordinated intervention responses could
quite conceivably involve net sales of US dollars by Australia and Canada
(in defence of their effective exchange rates) as well as by some
European countries with currencies weakening against the Deutsche
Mark or ECU, thereby accentuating the initial pressure on the US dollar
or, at least, offsetting some of the effects of G-3 intervention to
support the dollar. Concerted or coordinated intervention among
central banks offers one means of avoiding or, at least, minimising the
potential for this sort of problem, but coordination may be insufficiently
comprehensive or consistent to succeed at all times.

In contrast, reserve holdings following the patterns suggested by the
“intervention” approach would lead, in this example, to sales of the
more “Deutsche Mark-fike” currencies by Canada, Australia and most
European countries with weakening currencies, while the countries with
strengthening, more "Deutsche Mark-like™ currencies would tend to be
selling their own currencies against US dollars and sterling. Such inter-
vention would thus tend to reinforce G-3 action to support the US
dollar, as well as ease associated ERM tensions, thereby reducing the
need for coordination of intervention by central banks.

Constraints on the composition of reserves

The discussion of the appropriate currency composition of reserves
noted the existence of a number of factors which in practice censtrain
the portfolio management options available to central banks. The most
important factors appear to be: {i} non-negligible foreign exchange
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transactions costs; {ii) liquidity and credit risk constraints; (iii) constraints

on

the speed of portfolio adjustment; and (iv) decentralised decision-

making. These are discussed in somewhat greater detail below:

(i)

(i)

Non-negligible foreign exchange transactions costs. The theoretical
models of optimal portfolio analysis largely abstract from the exis-
tence of foreign exchange transactions costs. If transactions costs
are very high, however, the range of currencies over which diversifi-
cation is worthwhile will be greatly reduced. In general, the curren-
cies most likely to be eliminated from portfolios are those for which
markets are fairly small, resuiting in fairly large bid-ask spreads, espe-
cially if they are close substitutes (in terms of their statistical proper-
ties) for one of the major international currencies.®® In practice,
most empirical models of portfolio selection do implicitly, if some-
what crudely, recognise this sort of constraint by including only a
half dozen or so major currencies in the potential portfolio.

Liguidity and credit risk constraints. Even a portfolio composed of
only a handful of major currencies may be significantly constrained
by the lack of availability of the appropriate kinds of financial instru-
ment in some of the currencies. Indeed, this may be the main reason
why virtually all mean-variance analyses of optimal reserve portfolios
find the actual proportion of US dollar holdings to be well above
that suggested by efficiency considerations alone.,

As noted as the cutset, central banks generally require a very high
degree of liquidity in reserves heid for the purposes of exchange
market intervention.® In practice, such requirements may be readily
accommodated only in a very few currencies, most notably the US
doflar. In an unusually candid discussion of reserve management,
Nicholl and Brady (1992} indicate that liquidity and credit risk
constraints are important even for central banks managing quite
small portfolios. For central banks managing large portfolios, and
especially for the central banks of major reserve currency issuers —

& Murray and DeSerres (1991) note, for example, that the close degree of substitutability

between the Swiss franc and Deutsche Mark reduces the attractiveness of the Swiss franc for a
Canadian reserve portfolio.

# For countries holding a portion of reserves as a long-term investment, the liquidity of such

investments may not be of paramount importance but, by the same token, the long-term cred-
itworthiness of the entities to which funds are lent (or in which direct investments are placed)
may become quite imporzant.
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(i)

(iv)

which cannot hold their own currency as foreign exchange re-
serves — the constraints will tend to be even more binding % In New
Zealand’s case, Nicholl and Brady indicate that the diversification of
reserves from US dollars into yen, which has taken place since about
1985, has tended to be constrained by a shortage of very short-
term, highly secure (preferably sovereign) yen-denominated instru-
ments. A similar sentiment is expressed by Nordman (1991)
regarding Finland’s reserve management. Nordman notes that the
share of US dollars in the Bank of Finland’s reserve portfolio has
been above that indicated by the minimum variance portfolio, again
because of a shortage of highly secure, liquid instruments, but in this
case dencminated in suitable European currencies, %6

Constraints on the speed of portfolio adjustment. The actual
composition of reserve portfolios may diverge from that of desired
portfolios for fairly lengthy periods of time. The most common
reason for such divergence is that for most countries the currency
composition of intervention (usually just one or two currencies) is
quite different from that of reserves, altering the composition of
remaining reserves. Restoring the original composition may be
spread out over an extended period of time so as to avoid reversing
the effects of earlier intervention.

Decentralised decision-making. As discussed earlier, in the context
of Dooley’s critique of the mean-variance approach to reserve
composition, decisions regarding the compesition of reserves,
particularly net reserves, may not be centralised. Dooley emphasises
the separation between decisions on reserve management from
those on external borrowing, but decisions may not be centralised
even within these two areas. On the liabilities side, the currency

85 Iz should be noted, however, that the “intervention™ approach suggests that it would be

sensible for the Bank of Japan and the Bundesbank to hoid a high proportion of dollars in their
portfolios, even if they were not constrained to do so for reasons of liquidity or credit risk.

Zeal

6 An additional problem, noted by Nicholl and Brady, is that virtually all trading of the New
fand dollar is against the US dolfar. Holding reserves in yen would not necessarily pose a

major problem if yen holdings or yen available through lines of credit could be converted quickly

into

dollars at low cost. Doing so may be constrained, however, for at least a part of each

trading day by gaps in the overlap of the New York and Tokyo financial market days with that
of New Zealand, Although the New Zealand case may be somewhat exceptional, both in terms
of time zone and in terms of the desired diversification into yen instruments, most other reserve
holders would be likely to run inte analogous problems or constraints in portfolic diversification.
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composition of foreign currency borrowing may be widely dispersed
among state enterprises and agencies. Even on the assets side, not all
foreign exchange assets may be reflected in official reserves. More-
over, even official reserves may be managed in different “tranches”,
according to liquidity or ostensible purpose (e.g. a short-term asset
portfolio, used for intervention, and a long-term investment port-
folio).

Decentralised management of foreign currency assets and liabili-
ties seems likely to make it very difficult, as Dooley suggests, to
achieve an optimal foreign exchange portfolio except by chance.
Even if there is some effort to coordinate decentralised portfolios,
or if the central bank at least tries to take the composition of other
portfolios into account in managing its own reserve portfolio, time
lags in adjustments between different parts of the overall portfolio
would interfere with achieving or maintaining a desired or optimal
portfolio composition.

V. Concluding comments

This paper has focused on two basic issues in the management of foreign
exchange reserves: the appropriate quantity and the optimal currency
composition of reserves. It is evident that a wide range of consider-
ations ought to be taken into account in decision-making in both areas.
From a practical perspective, this inevitably makes it difficult to formu-
late very simple, widely applicable quantitative guidelines or “rules of
thumb” for reserve management. Nonetheless, some more qgualitative
conclusions can be offered.

With regard to the appropriate fevef of foreign exchange reserves, a
commonly used benchmark is the ratio of reserves/imports (reserves
equal to three months’ coverage of imports is often suggested as a
reasonable target). In this paper it is suggested that a more reasonable
approach may be to set a benchmark for the level of reserves in terms
of some measure of the variability of the balance of payments. The
most appropriate measure may vary from country to country. For many
developing countries, the variability of the current account may be a
good indicator of potential reserve needs, while for many industrial
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countries the variability of short-term capital flows may be a more rele-
vant indicator.

Important elements of judgement would still be necessary in deciding
how far the medium-term “target” level of reserves should lie above or
below such a benchmark. A key consideration in this respect would be
the feasibility as well as the desirability of employing alternative means of
closing or financing balance-of-payments gaps. In this context, devel-
oping countries and economies in transition, with limited private sector
access to international capital markets and, often, fixed exchange rate
regimes, would typically face a much narrower range of options than
most industrial countries.

Where many developing countries might need to consider their
options more carefully than most industrial countries is with respect to
the true cost of holding reserves. On the one hand, the comparatively
wide spreads between the costs of borrowing abroad and the return on
reserve assets faced by most developing countries give them an incen-
tive to cut external debts rather than build up reserves. On the other
hand, by reassuring foreign creditors, higher reserve levels may facilitate
and lower the cost of external borrowing.

With regard to the currency composition of foreign exchange
reserves, this paper outlines three alternative approaches. All three may
be useful in reaching and evaluating decisions on the composition of
reserve assets as well as foreign currency liabilities. Indeed, the empirical
evidence suggests that no single approach has been widely predominant
at least since the mid-1970s. In part this may reflect the fact that
reserves are generally held for a variety of motives — as a store of
wealth, as a means of financing current account transactions, and for the
purposes of exchange market intervention — and that each motive calls
for a somewhat different approach.

From this perspective, an important conclusion which may be drawn
from this paper is that a pre-condition for usefully applying these
approaches to reserve management decisions is to be able to set out, in
a fairly precise way, the amounts of reserves desired according to the
different motives, and under the intervention motive in particular. In
addition, it may be important to identify the possible thresholds that
might trigger intervention (e.g. sudden flow of private capital, breach of
exchange rate targets and so on) and the associated discontinuities in the
rate at which reserves are likely to be used.
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Although the various approaches discussed can play a useful role in
narrowing the range of reserve portfolios which ought to be consid-
ered, as well as provide fairly objective performance criteria for reserve
portfolios, they nonetheless have important limitations. In particular,
reserve managers would still be required to make a trade-off between
the riskiness and the return associated with different portfolios. They
would also have to decide how liquid the portfolic should be. Judgement
would thus remain an essential element in choosing actual portfolios.
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Appendix A

1. Dara sources and methods for Tables 2—4 and AT—A3

(0)

Original data from IMF, International Financial Statistics:

GDP = annual nominal GDP in home currency = line 99b

POP = mid-year population = line 99z

PFX = annual average exchange rate versus US doltar = line rf,
rh, wf, wh, or in a few cases, line ae

CA = current account balance = line 77 ad

EX = exports of goods and non-factor services =
(line 77aad + line 77 add)

IM = imports of goods and non-factor services =
— (ine 77abd + line 77 aed)

RES = end-year foreign exchange reserves = line 7dd

Annual calculations for year t =1979 to 1991 or most recent,
for each country ¢ =1 to 60:
Y. = nominal GDP in US dollars = GDP_/PEX,,
YPCAP, = GDP/capita = Y, /POP,
RESY., = foreign exchange reserves/GDP ratio = 100x|{RES../Y]
XM, = geometric average of exports and imports =
VIEX . x M.,

XMY., = trade/GDP ratio = 100 x[XM,./Y,]
RESXM,, = reserves/trade ratio = 100 x [RES./XM.]
COVER,, = reservesftrade cover ratio = RESXM,, x 12/100
DCA,, = change in current account balance = CA, ~CA_.¢
DEX, = change in exports = EX, — EX_.¢
DIM.. = change in imports = IM_, —IM_.;
DCAXM,, = ratio of current account changes/trade =

100 x [DCA,/XM,]
DEXXM,, = ratio of export changes/trade =

100 x [DEX/XM,.]
DIMXM,, = ratio of import changes/trade =

100 x {DIM../XM.,]
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{iii) Country calculations shown in Tables A1—-A3, for each country

¢ = 1to 60:

Table A1

col. T = Y. = geometric average of Y, over 1979—91 period

col. 2 = YPCAP, = geometric average of YPCAP,, over
1979~91 period

col. 3 = XM, = geometric average of XM, over 197991 period

col. 4 = XMY, = geometric average of XMY,, over
1979-91 period

col. 5 = RES, = geometric average of RES,, aver 197991 period

col. 6 = RESY, = geometric average of RESY,, over
1979—91 pericd

col. 7 = RESXM, = geometric average of RESXM,, over
197991 period

col. 8 = COVER,. = geometric average of COVER,, over
197991 period

Table A2

col. 1 = SDCA, = standard deviation of DCA,, over
1979-91 period

col. 2 = SDCAXM, = standard deviation of DCAXM,, over
1979—91 period

col, 3 = SDEXXM, = standard deviation of DEXXM, over
1979—-%1 period

col, 4 = SDIMXM, = standard deviation of DIMXM,, over
197991 period

col. 5 = CORXM, = correlation coefficient between DEXXM,,
and DIMXM,, over 197991 period

col. 6 = RESSDCAXM, = Table A1 col. 7 (RESXM,) divided by

col. 2 (SDCAXM,)
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Table A3

col. T = Table A1 col. 5 (RES,)

col. 2 = 0.17 times Table A1 col. 3 (XM,)

col. 3 = Table A1 col. 3 (XM, ) times .0182 times Table A2 col.2
(SDCAXM,)

col. 4 = 100 times col. 1 divided by col. 2

col. 5 = 100 times col. 1 divided by col. 3

col. 6 = Table A1 col. 7 (RESXM,)

col. 7 = 100 times col. 3 divided by Table A1 col. 3 (XM,)
col. 8 = Table A2 col. 6 (RESSDCAXM,)

col. 9 = 100 times col. 2 divided by Table A1 col. 3 (XM.)

divided by Table A2 col. 2 (SDCAXM,)
{iv) Group calculations shown in Tables 2—4:

High, middle and low-income countries are defined as those with
average annual GDP/capita above US$ 8,000, between US$ 8,000 and
2,000 and below US$ 2,000, respectively.

Averages for the high, middle and low-income country groups are
calculated as the geometric averages of the figures in Tables A1 to A3,
with the exception of Table 4 col. 5.

For Table 4 col. 5, the negative correlation coefficient for China
prevents calculation of geometric averages for the low-income and ail-
country averages. The average figures were thus calculated as the
weighted, arithmetic average of the figure for China and the value of
the geometric average for all other countries.

75



'000'8 $SM #A0qE elides Jad JOO Yum $3LIUNOT |

R 0°0¢g L¥E [ S'9Li 0¥ 09€'s 2 ure.iyeg
6l &5l &¥ sl Sit 6 08’8 ¥ge T puBEa7 MEN
0t 8T 6l g€l 9'5% £99 0588 LogL T T EQRAY IPNES
90 s L P 906 6 L0L 045°LL S P wni3pg
Ll €L (e 9’ Oty 76t GL6°LL 016 oot RSN
&1 &6 ) L0t 8'09 #4001 0LLTL ALY A T SpuBpiByIeN
&1 LSt 0¢ 6% €6l €48 T ArA? g'tgsl T ooy EHRIISNY
9l oel 8t 8T S0¢ [N OrLEL 049 ooy pug|uy
50 6'E [ [ 88T 9801 or6'Fl 374 CUT T EpRURD
£ ¥l 8's ¥ £0F S'le OFT'SL vgL T T T T uRWURg
8L 6'Fl 8's (A T6E S 0L1'94 6t T T pue@2|
¥ g1l 1 9°g 9°sE S8y olz'9L [T uspamg
13 7'8T 671 6’8 Sk FLE 06591 069 s Aesmton
£t 84T £Fl ¥'6l ¥ LS L69 098'0¢ 9¢gL Ty T PURLARZIIMS
(ug sy ur)

NETYSS! apen [2A3]

spen jo  enuUE O 4gD o pus-Ead  ggojo (uagsnu)  {ssnu)  (ug gsnur)

syIUOW U] 9 B SY o, BSYy  a8eday 9% B Sy [2AR" eyden dagd  [3AR]

$AI959.4 93URYIX 3 UBlRJOZ apeJty jenuue ofedaay 4G9 [Bnuue ageuaay

LSOLIUROY swoduY3IH Y

16—6L61 ‘A pue ape.) ‘soAissad adueyoxa udislog

LY 2193L

76



"SO1IS3RIS [BIDUBMIS [BUCNELIDIL] L] /821706
“000°8 PYUE 900 755N Usamiag ended usd gCioy yim seLIunony |

£'0 ¥'T 61T 1’0 6'9t1 09 0T0't £ oot ElEURY
g8t €51 ¥ 8t &Ll (AR 061'T L7998 7T O0IXE
0T 591 e €0 §'€T 8l OFE'T 6'9 Tt Kendnan
9l ol L't 9% 6'%T €Tl 06€'T ek o eaddy
£0 £ L0 S0 £'6T 6'T¢ 08%'C 8L T T TR Yanog
€1 oLl 4 9y 6'9¢ 8Ly 008'T SELL T T T T T RO Ingg
81 LSk L'S 8’1 3'8¢ g1 0067 9'8C e T [e3nsog
L4 4 OL€ L0L 1’9 06T €9 067'¢ ¥ 99 T T RRnZausA
oLt 0'te 678 [ 106 Tl 006'¢ £l R
Ll £vl §'€ 9t 8'st €1l T oty R
L'y 6°8¢ 5t L0 08s L 0¥t 0t T snadAy
8'L 6Vl 0’6 10 509 L0 068'% (a8’ oot osopEqleg
9t 8'57 Lel L0 Sy Lt 0£0°s 89 Tt ofeqop g pRpIUM]
6T 8'€T L' ] ¥e¥ LE 0T0'9 §L U uRlg
(42 £°5¢€ [AF L4y [Ae14 6'6¥ or+'9 LGPT o uredg
T 661 8T L€ L'¥9 L'SL 0/9'9 4 T pueRd|
¢ 16T 9€l Ty 8'9% bl 09Z's 60E T PR
0¥ 9'fe 9'F9 ¥l S'tel 0/g 09%'s fAY" Tttt guodelulg
(ug g5y ur}
Jaaod apet [oA3)
PR JO |BRULR IO @D Jo  pus-aeRd daoije {uqgsnu)  (gsru)  {ug §sn up
SYIOW U] 9 B Sy 9 eSy  a8esany oy B Sy (2497 eades sog 2497
5212594 28UBUDXE udlRi0 eped) fenuue afelany g]9) [ENuUuT 38rdany

+SOLIIUNOD BUIOdUI-IPPIW ']

77



LT €T £'9 €L L1E 0'st 058 ¥ey o T PUEliEY |
L't 30€ a4 ¥0 £'8t ¥l 098 g oo e3UING Mapy endey
v L1 [4&) [y £4T 81 0£0'L §'9 T oygnday uesiuwoQ
€T 061 LS 90 01 43 0TV L Jopena3
L1 6€l b7 L L8l LTl 0T 0Ey Aospary
9L FEl £ S0 9T 6'E 0LT') [ Tt owsiung
b LY L8 0°€ T8l £9 0TV 89E © BquoieD
€8 Te9 £09 60 08 [ 07e'L FL e BUEMSIOY
Lo L9 9'€ 10 885 gl 0ZEL o€ oo esfewe|
9T €1z 8Tl 90 09 8T 0sSe'L 9y T uep.of
09 7°0S €01 §°0 $°07 ol 08¢°1 'S T fendeaey
¥l 0Tl LL L0 €68 60 00s°L £ SNALINEL|
9T 61T 8'8 ¥ [l 97l 0£8'L by ot B3y 21507
8% 6°6€ LTl 6T 6'1€ [y 0£8°L LT R
L'E 8'stT €91l [ [y 10T o6l oo oo BISAR (R
{uq g5 W)
JRAOD ape.3 249
spearyo  gnuuejo  Jdgojo  pus-iead  daoie (uggsnul  (gsnuy  (ug gsnw)
SYIUOW Uf G5 BSY gy esy  afelaay 9 & Sy PpAaT eudes sag  jead
saAlasad 98uryaxs USRIoy apen [enuue afeaaay  JCI19 jenuue afeasay

+SILIJUNOD DWIODUI-MO™ D)

16—6L6) ‘dQD pue speJ; ‘soAasad 9dueydxa ugisioy

(penunuos) 3y sjgeL

78



“SOHISIEIG [RIDUBUI [BUCITBUIDIU| L] (804708
0007785 Moleq ended aad 41D i seluno?y |

$7 01T 87 #'0 LEL 0¢ GS1 €SL o yseprBueg
i) 09 £l 10°0 81T 0 087 80 SR ey LS FEH
$'S L 9°€ Ll 9Ll 8LE 067 PIELE o euyD
¥'E 1’8z 6'l (AL 08 891 067 9GLT T Epy
L'l 96 8l %0 £6l &9 0Te A : ueIsh{EY
91 gl £ £0 £67 4 0s¢ 0z T s eAuey
(R4 3) 09 +'0 £'5¢ 0z 0%¢ 8'S SR - 115 WAL
5T 6'0¢ §'s gv 9797 677 0ts TEQ Tt msduopuy
LT L2 0% [ L'ET LTl 0sS TG T RN
5L 7T §'¢ 4 T4 Lol o9 gy o sauddipyg
80 1z vl £0 297 8% 0%. 9791 T 03300
67 ¥ ¥'T £0 103 0 0L 96 T muRyD
vl 9L 67 1l 1’5t 56 08 gge oo addEg
{uq $50y )

J2A0D 2pe.n PAS]

BpEA 4O fENUUEJO gD jo  pue-tead  4aoto (uq gsnw) (gsnw)  {ug gsnug

SYIUOWI Uf 84 B SY oy sy afemlay o BSY {9A97] eades sa4 IELEN

$3Ad2534 93uLYDXD UBRU0 ape.q [enuue afelaay 4ao enuue adesany

(penupLoD) ,S3IUNOD JUIOIUI-MOT "D

79



000'8%SM droge Biided Jad 430 Yum S3LIIUNOT

St ¥6°0 0¥l 891 9’8 vo 00T urelyeg
£e 850 L6 69 0L £0 TTT T pueBERZ MAN
Ll ¥9'0 g6l 9°0¢ ¥t S9l T Eqedy pneg
e 56670 §L 80l 9'l L T wnigjeg
9's 66°0 0Ll (A St g0 T Blasny
L's 66°0 ¥ 01 6’6 6l &L T spuzliayazN
1T SL0 911 98 9L £t T Eedshy
LT 960 LE} Pl L'y L s pueluy
0l 880 L £9 8t ge o BPRUED
L't ¥6'0 96 88 6t e T eI
gt 18’0 9L 86 g LG [ e
9t 5670 Pl 68 1 4 [ UIPIMS
[43 FARY, 9’8 9’6 8’8 6T T AemaoN
L 1670 SLL POl 3 €T T puRleZimg
Apgesiea satodxa
u:_%umuom\.,wmwmu__:u m“wmmwmmmﬂ_ apeal O 9 B Sy BpPENI JO 05 BSY  uqg §SM Y|
adueyaxa uaaMmIag Aigeiea Apqeiiea
UBIBIC) JO ORIRY  UONEBRMIIOD suodwi s1iodxg AM|IqEIIEA 2UROIDE WBLIND

LS213UN0D awoou-ydIH Y

L6—6.L61 ‘A31j1qEIIBA JUNODIE JUBLIND Pue spALasaJl a3ueydxs udialog
[AACELR

80



“$1IS1IEIG {RIDUBMLY [BUCIIEUISIY] JL]| /221705

"000'§ PUE 000 TSSN Ueamiag euded sad 4o yum satauned |

iy 66°0 6'8C 6'ST 'S €0 T T RuRURy
80 L9°C 9'st el 90T 09 T O
Sl 6L°6 €8l a 601 T0 oo Aengnan
80 L0 S0l LA 991 8l Cr o eaedly
[ 89°0 691 0'sl 8zl 6T T EIYY 4IR0g
£l 8570 78 98 a8 L'y T ERNGH yInog
1" ¥8°0 g9l 56 601 1l T e3nuog
0l wo L9 Y 6'SE L9 T ERNZBUdA
8'5¢ 66°0 £rl S¥l 9't ¥00 T Bl
Ll 80 szl L6 2'8 ol N e
L'L 1870 &6 €6 g9 1’0 Cro o snaddn
4 0870 ] gLl 0L 10 T sopequleg
81 950 89l €0t §9l ¥0 © oBeqe) g peplul
0l 9570 €Sl L7142 [A 44 80 T URUG
8¥ 1670 £el S8 ¥L L't Tt uedg
6'¢ £6°0 oLl g4 1's 90 T T pURRYy
be 89°0 9’8 FA 9’8 £l R
6l 66°0 0zl [ gl 80 ©rr o aiodeBulg
Augiqeisea sjaodxa
u:MMUmumMH“MH:u v“_mwmmwmmm.r_w_ BPRA ST 9 BSY PRI JO 9 B SY ug $5M U
a8ueyoxa usEMID] AljjIqRLIEA Anpiqeriea
uBPa0) JO ONBY  UCHERIIOD saaoduw) s1i0dx3 Aigelsea JUNGIIE JUBLINDY

LSBLEUROD BWOoUI-3[PPIW ‘g

81



T 68°0 Lyl [AX 101 Faut T puepey)
£T 090 ¥yl [Al%! o€l (A " ZAUING Mmap endey
0 650 981 L1 8l 70 2lgnday ueatuwog
(A FANY] ¥9L (A" 51 g0 JopEnsy
0L A oSt L6 6'EL s s A>dpan|
0z €870 6Tl &6T1 89 e TSNy
3T 0T'0 8l L'l eLl A Biquioje’s
8¢ L0 (44 68l 78l g0 T EUEMSIOY
L0 ¥9°0 LTl (45 8 70 s Eofewe|
9l £8°0 80z 9'8 €l ¥o T Tt uepaof
L'e ST°0 £8% 8'el €91 o T Aenge.ed
¥l 06°0 8'tl ERAS S'8 L0 o SARLINgLY
L'z 570 9Tl 58S ¥ oL [ | EDIY B0
T 8570 £ET 671 €8l AN Y
%3 580 gt LTl 8 L T ey
Anpgelrea sitodxa
ucwouuwumm\/u“‘wm..._“:u v“w“mmmww PR JO 0 B SY BPEII JO 9 B Sy ug $5r7 uj
a3ueyOXa uzaMmIag Axiqesiea Algqeiiea
ug1240) jO OPBY  LONEP.LICD s140dw| s1i0dx3 AJIGEIIEA TUNGIIE TUDLINDY

+52143UNOD BUIODUI-MOT *D)

L6616 chu__mn_.m_.:m.? JUNOIDE JUDLAIND PUE SBAAISIU wmﬂme_uxw :MMOLON_

{penunuod) 7y 2qe|.

82



"SIASIIBIS [E[DUBUL [BUONBUIRIU] 4] /824105
000" 7$5N Mg eyded Jad 4G Yam saEUneD |,

60 L0 6l ¥l S'ET S0 T ysapejBueg
L0 L9°G 601 LSl 988 1’0 T BuoeT adlelg
€T [A 994 ¥'8 66l £8 T euldy
¥'s 9L0 £01 1’9 79 6'0 T EIpY)
04 St0 oL vL L6 50 ) T umIshiRd
L 080 611 ¥6 Sl (A Tt huay
¥l (4N SEL L'g LT) 0 S RS
8l 69°0 €Tl 9l EAY 9T T T T RIsauUGp]
90 SS°0 £t L¥y L'8T ¥ R - P -3 N
[ 99°0 8Fl L S0l il T ssuddiyg
90 650 8Tl 06 94 20 T T T GO20J0K
Tl 9’0 £7L 561 (A4 0 T EuRUD
ol £9°0 Tyl S'6 LT Tl Tt adAgy
Ayigeriea sidodxs
JUMODOB IUBLIND  puE stuoduy .
01 $DAIDSDL ul saduzy> PPER 40 % B SV PPER 1O % B3V ua$sn
a8ueyoxa usamiay Asgiqelzea AujiqelIeA
US040} JO OIIBY  UOMIR|2II0T) s120dwy sai0dxy AIGRLIZA JUNODDE JUB4INTD

{penuUNUO3) SALIIUNOD SLUCIUL-MOT *D)

83



"000°8$5N 3acge eded Jad OO Yam $HAURGT) 4
"$3|1 JO SUOIULDP S} { 3YqE ] 01 SIOUIOC) §9§ |

0T St L9l 00t isl L1 90 L0 'l T T T dedYRg
¥t £¢ LT 6’5t STl £é (" L Sl T T T pUBIERZ MaN]
80 L7l L0¥ 8'%T L9 ol L'TE S6 8'€t T T T RIgRNY Ipneg
g0k £'¢ 6'C [ &Ll 13 [N £'8l L8 C s s wnidpeg
8’9 9’9 SF 6°€ElL 80¢ 8 8L L9 g’ Tt omasny
88 LS St &6 18¢ 89 8¢ £8l L0 T T spuRlsylaN
£t 1T gtl LSl SLi €6 LS P9 6°S I || R e
2°¢ L g8 0tl LSl 9L g1 et 87 T puejury
St 'L &'9 3 95 €7 St S8l 'y Tttt epruRDy
£'% L€ (A ) 10T ¥8 7T ¥4 SF R R e
e 8’1l 6'F1 6l 00l 88 0 £0 0 Ut puBpdg
8¢t 9t 18 91l £l 89 3 '8 9'g T T uapamg
6l (A3 09l '8¢ £L1 291 o' 'S 6'8 T Aemdop
L4 L 0's 84T L6E ¥9l 6t 6L ¥ol T PURLIRZUMS
BInJ 3N =]
9Nt apea Ageriea Aypgeiren o apuay  Adjiqeliea 9)nd BpRa
BUBpU} RRIDY BUSPUMN  [EmDY € ASpUM  EBURpUN eUdpUN)  BJBPUM (RN
Augeriea
WROIIE IULIND 0] apes jo SDAIBSIL JO (uq gsnw)

SBAIBEH O Cliey

04 B SE SDADSSY

¥ B 5B 53AU353U (BNIDY

S|3AD| BAIDSDI BREITAY

59143UN03 swodu-yBiH "y

1b6—6146) ‘SOINJ 31duuls SAIFRUIDY|E 43pUN SDAISSDI BurydXs uSisi04

£V 2qeL

84



S2NIS1IRIG [BIDUBULY [BUOHIBUIBIU[ | /224N0E

"000°8 PUR (0QT$SM Usamaag ended ad dGD LRIM SSHIUNGT) ¢
"$3|1 O SUCIIIYSP IC) & |qRL 01 $8I0UI00} 335 |

[ +'0 8'6 v ¥ ¥l 90 0l 10 S |
80 20 £/¢ £l R 08 9L £5 8'F Tttt OIXR
91 $'L g6l $'9l #8 16 ¥'0 £0 €0 Tttt Aen3aun
04 80 7°0¢ 0€l £t 9/ L't (4 9] Tt wuelly
£ 7’0 [ £ ol £l £5 6'¢€ ) Tt EDPY UInog
&1 £1 651 0Ll 69 59 19 V£ 9% Tttt ERloy yanog
91 vl 6'61 ) 97 65 v'T 0t 8l Tt [eBmuaod
$'0 0’1 £69 0LE £S 81% FAGT 8'7 19 Tt Ranzauap
gy 8'ST $'9 076 LEP'L 9 10 70 1l U <14
0t L1 95 £pL 26 ¥8 g1 61 9L Sttt 309aun
L'E (A4 6'6 4'8¢ 765 67% 70 £0 L0 T sudAD
v'e (4 LTl 6L an 88 1o () 10 Tttt sopeqieg
0’1 gl L°0€ 86T 66 §/1 20 0 L0 vt ofeqo) g PERIULL
Le 0L 0bb e L8 9p1 9’1 9°0 60 Tt uRWG
£ 8F §EL £gE €97 80T L9 $'8 LAV oottt uedg
£¢ 6¢€ £6 661 yIT fa 4} ¥l 9 L'E Tttt puERpRd
01 ¥E 51 L6t 884 141 71T <7 Ty Tttt jeuas
L6 6l (A3 9°gg £50°1L 161 Tl £ pgy ot asuodedug
SHP) aju Elht
N4 apeil AMqElIRA AnigeELEA Biha PpRA AYHGEIBA | BINJ BpEA
e J2pun [y E Japun [enioy eJBpUN B UBpUN B J2pUN  EBJIPUN [enioy
Aa1jpqesiea
JUNOIIE JUBLIND O apes1 jo $3AJ3S JO {ug g5 u)
S2ALB52] JO olIeYy 5 €SB $DAIDSTY 05 SE S2AUBS3J {ENIDY S[eAB] 3AIPEBI PREIONY

7S9MIUNOI BWIOOUI-SIPPIW "]

85



L Tt y'8l £t LTl el 87 9T £ Tt puepey )
£ £7 L€t 9°0€ 971 9/L €0 0 b0 Tt eauing map endeg
5§ 0l +1iT L 139 69 #0 €0 0 Tt 2ligndey wedwoq
1L Al ST 06l <9 4}’ 60 $°0 30 Tt aopendg
Tl 0L £'57 6€l 19 8 1'e 1T L Tt Aesun)
$T 01 bl bEl 801 6L 50 Lo 50 CToToo o msung
o'l 3 FLe Lot Thi €97 4 L 0°¢ T mquioeD
60 §'¢ 3 U9 9ET a9 #0 o 60 Tt ruemsiog
L'z L0 oSl L'g L 9 €0 £0 1’0 Tt eorewef
£ 9L %€ £1T a6 521 £0 50 9°0 T uepao|
Ll L'g 967 70§ 0L1 S6Z €0 o S0 T kendeaey
07 vl FsL 0zl 8/ L 10 70 L0 T snnuneg
91 A 68l 617 9Ll 671 €0 £0 A T ey mse]
60 T £eg 668 ozl %4 v'T Tl 67 T eyD
LT L€ 0S4 85T €41 51 o€ v'E TS T ke
s Fm_:._
I 2pER \Au___@m_.:; 2[nd 2jnd apesl b__mn.mm.:; \9jd 3ped

eUIpUN [BNIZY

BIBpUN  fERIDY

Aqeiies ' aspun BUIpUM  B4BpU  EMIDY

Apiqerien
IBNODIIR 1URLING O
$IALBSDL JO ONATY

Ipe 30
04 € ST $3A.1950Y

S2ALDSIL jO (uq gsn w)
0 € SE SDAJDSDU [RNIDY S[3A9| BAJs2 B3RIRAY

7SOLEUNCD DUOdUI-MOT *D)

1h6—6L461 ‘soIna sjdwiis aaneuI3|R 4apun saA49s94 38urydXs USIDI0.4

{panunucd) gy s|qey

86



"S20SIIRIG [EEDUBULY JEUOIRBUIBIU| || :82.4705

"000'7.55N Moteq eaded Jad 4o yim saLauneD
'$2|N4 JO SUDIIUHSD JO} § BjGE] 01 $PIOLIO0) B3 |

£0 6'C L'y 0T &F Tl 6'0 €0 ¥0 T ysepejBueg
o LG 91 09 14 33 £'0 €00 1070 i R
60 £C L'9€ I 44 8 ¥Ll EAN" v'9 FA Y
€'t ¥'s 56 1'8¢ 19T 9l 9t 6T [ T rEpy
gl 0 L4y 26 vS 99 Ll o'l 20 Tttt Ueishigg
St 1y %4 el €9 LL o ¥O €0 T rAuay
€1 ¥l X4 bl ¥L 104 50 ¥0 HAY I )
S 8l oLz 6'07 001 1A 8'f &6'¢ 8'f oot esauopl
90 90 LS L4l 143 103 [ T LT T BB
9 Tl el [ ¥9 [#3 6 £} [4n" T saunddyiyg
S 20 0Lz VL 143 i 0l §0 £0 T T GI00U0
B0 'l FAEY [ 44 0L 7§l 7o To £e Tt BURYG
¥l 0l 61T 91l £S 89 Lt 9L b R L O =
31N L3N
ajnJ apen Ajiqetea 34 A spRA AMIQRLEA (BN BpRAL
BUBpUN  [EMIDY Taapun BNy Adgqeries ¥ Jaspun) BUBPUN  BJSIPUM BRIV
Aapqesiea
IUAGIDE IIRLIND ©) ape.l o saAasad JO (ug g5 L1}

STALDSDY JO O1I8Y

0% © §¢ SDAIDSRY

9 © ST SIAFOSDI [EMIDY

SI9AD| DAITSRL BBRIDAY

{penunuod) ,S913UNOD BWOSU-MOT D)

87



2. “Fitted” regression fines shown in Figures 1—4 and A1—A3

Figures 1—4 and A1-A3 show the “fitted” values of the equations
reported below. in all cases, parameter values were derived by the ordi-
nary least squares method. In cases where a constant term was not
significant at the 5% level, the reported and plotted regression results
are shown without a constant term. In all cases, the number of observa-
tions is 60 and t-statistics are significant at the 5% level. Variables are as
defined in Appendix A, part 1, and observation values are those shown
in Tables A1 and A2,

Equation 1 (Figure 1)
In (RESY) = a + b. In (XMY)

point estimate standard error t - ratio
a -1.837 0.562 -3.27
b 1.019 0.155 6.56
F: 43.02 SE: 0.73 corrected RZ 0.416

Equation 2 (Figure 2)
in (RES) = a + b. In (XM)

point estimate standard error t — ratio
a -1.589 0.158 —10.064
b 0.919 0.062 14.746
F: 217.43 SE: 0.71 corrected R%: 0.786

Equation 3 (Figure 3)
In (SDCA) = a + b. In (XM)

point estimate standard error t — ratio
a —1.879 0.150- 12.553
b 0.777 0.059 13.165
F: 173.33 SE: 0.67 corrected RZ: 0.745

Equation 4 (Figure 4)
In (RES) = a + b. In (SDCA}

point estimate standard error t-ratio
a 0.562 0.120 4.683
b 0.930 0.089 10.459
F: 109.399 SE; 0.91 corrected R2; 0,648
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Figure A1

Correlation between export and import changes/trade

versus GDP per capita, 1979-91
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Note: Sec Appendix A for definitions of variables.

Equation A1 {Figure A1)
exp (CORXM) = b. in (YPCAP)

point estimate standard error t-ratio
b 0.259 0.006 40.595
F: 1648.0 SE: 0.39 corrected R 0.965

corrected R? (Theil): 0.260

Note: the exponent of CORXM was used as the dependent variable
in order to better (but still imperfectly) reflect the fact that in several
cases the observed values of CORXM were very close to the upper
limit of possible values. Strictly speaking, a censored-variable estima-

tion method should be used.
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Figure A2
Current account variability/trade
versus GDP per capita, 1979-91

- * n
" ee High-income countries -
I~ + ¢ Middle-income countries —
T - %% Low-income countries —
o *
o
Nl * 7]
e} g FY
0\2 froee \“"-.*__ * * d -
= Tl £ ¥ .
> T *
= * e~ - * *
B * * * -
2 - * *ox Hq‘“‘:._. —
g xx % Toee . '
I * ot et 7l
8 - L 2 \q_""‘ 1
§ - * +* * .“-—.__\
'G&J‘ - . ® o
t L. _
s
o
. . -
* .
i ] N I I I | i | ]
100 200 500 1,000 2,000 5000 10,000 20,000
GDP per capita (in US§; log. scale)
Note: See Appendix A for definitions of variables.
Equation A2 (Figure A2)
In (SDCAXM) = a + b. In (YPCAP)
point estimate standard error t-ratio
a 4.846 0.481 10.065
b -0.332 0.061 -5.443
F: 29.625 SE: 0.60 corrected R 0,327
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Figure A3
Current account variability/trade versus scale of trade, 197991
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Equation A3 {Figure A3)
in SDCAXM) = a + b. In {(XM)
point estimate standard error t-ratio
a 2,739 0.146 18.777
b -0.232 0.058 —4.037
F: 16.299 SE: 0.66 corrected R%: 0.206
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3. Trade and current account variability
(i) Import-export correlations

As discussed in Section HHl, the correlation between changes in imports
and exports vary greatly between countries; as can be seen in Table A2
and Figure A1, correlations among the sixty countries examined range
from nearly unity to slightly below zero. Although there is considerable
dispersion about the regression curve (see also Equation A1), the corre-
fation between changes in imports and exports does tend to increase
with GDP per capita. This may well reflect the tendency for high-
income industrial countries to engage in intra-industry trade to a much
greater degree than most developing countries, with the result that the
former current account balances of high-income countries are less
affected by terms-of-trade disturbances. Major exceptions are the fuel
exporters, with relatively high incomes but exceptionally dissimilar
imports and exports.

(i) Variability of imports and exports

As can be seen from Table A2, there are also significant differences
between countries in the degree of variability of their imports and
exports, The less diversified the production base of an economy, the
meore concentrated will tend to be the composition of its exports. This
in turn wiff tend to reduce the likelihood that a shock (such as a decline
in domestic output or lower foreign demand} to onhe type of export will
be offset by shocks to other exports. On the import side, a narrow
range of domestic praduction may imply fairly diversified imports, but
demand may also be fairly inelastic owing to the lack of domestically
avaitable substitutes. As a result of both of these factors, such countries
might be expected to experience greater volatility in both their imports
and exports {relative to the scale of trade) than larger, more diversified
economies. Curiously, Table 3 shows no substantial differences in export
variability (relative to trade) between high and low-income countries.
Greater differences in variability are evident on the imports side. Very
pronounced differences, however, are found between fuel-exporting
countries and others.

The above considerations suggest that relatively undiversified
economies will tend to have a high degree of current account variability
relative to their total trade, and require relatively higher reserves/trade
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ratios than more diversified economies. In this context it may be noted
that although, as can be seen from Table 3 and Figure A2, low-income
countries tend to have greater current account variability, relative to
the scale of trade, than do high-income countries, the relationship
between current account variability (relative to trade) and the level of
GDP/capita is not very close {see Equation A2). Nor is there an espe-
cially close relationship between current account variability (relative to
trade) and the magnitude of a country's trade, as can be seen from
Figure A3 and Equation A3. Once again, the oil-exporting countries
stand out as notable exceptions to the broad pattern, essentially as a
consequence of having exports that are far less diversified than might be
expected from the scale of their trade and the size of their GDP per
capita.

Appendix B

1. Mllustrative calculations of currency share variability under alternative
reserve management rules

In order to illustrate the effects of different portfolio management rules
on the variability of currency shares in reserves, Table B shows calcula-
tions (corresponding to those in Table 8) for three hypothetical coun-
tries. Country 1 follows an extreme version of the transactions
approach, placing a 90 percent weight on preserving currency shares at
the initial exchange rates and a 10 percent weight on preserving
currency shares at current exchange rates. In contrast, country 2 places
equal weights on preserving currency shares at the initial and current
exchange rates. Finally, country 3 takes an extreme mean-variance
approach, placing a 90 percent weight on preserving currency shares at
current exchange rates and only a 10 percent weight on preserving
shares at the initial exchange rates. For comparative purposes, it is
assumed that the three countries start with identical currency shares:
70 percent in US dollars, 10 percent in yen and 20 percent in Deutsche
Mark. The exchange rates used correspond roughly to actual year~end
rates in 1980, 1984 and 1988: in period 1, US$1 = ¥ 200 = DM2.00:
in period 2, US$1 = ¥ 250 = DM3.10 and in the final peried, US$1 =
¥125 = DM1.80.
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2. Reserve effects of holding alternative currencies

In order to illustrate the impact on the value of a country’'s reserves of
holding reserves in alternative currencies and the importance of viola-
tions of the uncovered interest parity condition, consider the example
of Australia holding reserves in either US dollars (US$) or Deutsche
Marks (DM):

()

(ii)

If reserves are held entirely in US dollars, then in each period:

Rue = Ryer (T + iy} + Vi {n

where: R, is the US$ value of gross reserves at the end of period ¢
i is the US$ interest rate applicable in period t to reserve
holdings from the previous period
V. is the USS value of net purchases of US dollars (interven-
tion) in period t.

Now suppose that intervention is proportional to the percentage
change in the Australian trade-weighted exchange rate (TWI):
Vi = X+ M, (2)
where: M, is a measure of the appreciation of the Australian dollar
(A$), in terms of the TWI, in period ¢
X, Is the quantity of US dollars purchased in period ¢ per
percentage point rise in the Australian TWI
and
K = Z,/U, (3)
where: Z, is a constant number of US dollars
U, is the value of the US$ in terms of the Australian TWl in
period t
and
U, = A, " B (4)
where: A, is the TWI value of the A$ in period ¢
E.qc is the A$/US$ exchange rate in period t.

Note that the definition of the unit of intervention, X, in Equation
(3), means that the rate of intervention in TWI terms will not vary
according to the value of the US$ against the TWI

Substituting (3) and {2) into (1) and rearranging:

Rl.’[ . ZUMf
Ry~ (1 "‘“"")[”Ruc,fu[(1+im) (%)
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Now starting from an arbitrary period 0 and solving forward, it is
straight-forward to show that:

Ruc Zuf o Mn
Roo = [1 * m(ET uc)} ®)
Where: Cur = H (1 + iun) (7)

net

(i} Alternatively, suppose that reserves are held in Deutsche Mark.
Corresponding to equations (1) to (4), we have:

Rae= Ry (1 + ia) + Vg (1d)

Ve =Xg + M, (Zd)

thzZu'IDr (3d)
Uss

D= A, - B = A, - Eor * (W) (4d}

where the subscript “d" refers to Deutsche Marks in place of the

u” for US dollars in the definitions of variables.

Note that Xy, converted into US$ terms, is exactly equal to X,,, so
that whichever currency is held as reserves, the amount of interven-
tion is equivalent in terms of the TWI.

Similarly, corresponding to equations (5) and (6) we have:

Rdc . Zqu

Rac-1 - (1 +Edt)(1 + Rdt—ch(1 + iuc)) (Sd)
and

Ra: z:r ¢ Ma

Rao = G |:'E * ﬁ; (nz—-:j D Can )j‘ (66)
where: Cae = [ (1 +ia) (7d)

{iv) Next, consider the value of reserve holdings expressed in terms of
the reference currency basket: the Australian TWi:

P\aur = Rur : U[ (8)
where: R, is the TWI value of US dolfar reserves in period t.

and



Rue = Rg = Dy (8d)
where: R.; is the TWI value of Deutsche Marks reserves in
period .

Substituting (8) and (8d) into (6) and (éd), respectively, and rear-
ranging slightly:

%ﬁ = Ko Cur {1+ Jut] (9)
where: Ku = U/l (10)
and
Zo [« Ms
b= R D;f chm} "
%‘; = Ko Cae[1+Jet] (3d)
where: Kg = Di/Do (10d)
and
ZH ¢ Mﬂ
Jdt - Rado L:TKdﬂCdn] (11d)

Now the TWI! value of reserves held in Deutsche Marks can be

compared with the alternative of US dollar reserves by normalising

Rue = Riue = 1 and taking the ratio of (9) and (9d):
Rag:  KaeCar [1+]er]

Gt = R ™ KaCor 14 ]

(12)

Equation {12) shows that the relative gain from holding reserves in
one currency as opposed to another depends fundamentally on
violations of the uncovered interest parity (UIP) condition:
{a) If UIP holds continuously, then:

KuCas = KuCy for all t, which also implies that Jo = Ju.

meaning that neither currency yields a gain relative to the other.
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(b} If there is no intervention, then:
Jdt = jur =0
with the resuft that:

K.ae Cdr

Gdue = ———
Ko Cue

In this case, the relative gain from holding one currency will depend
only on cumulative violation of UIP in favour of that currency over
the measurement period.

{c) If intervention does occur, then even if the UIP condition is satis-
fied, cumulatively, but not continuously, then:

KaeCge = Kutcut

with the result that:

G = 1+!dt
[‘E -i-Jm]

which need not equal unity. In effect, intervention serves to
“capture” short-term deviations from UIP. The relative gains
from holding one currency as opposed to another thus depend
not only on cumuiative or sustained departures from UIP but
also on the relative degree of synchronisation between interven-
tion and UIP violations.
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